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ABSTRACT:

When photos of walls are used in urban 3D visutiina they are often of limited quality due to fiaet that it can be very hard, or
even impossible, to take close up photos of thelevpart of walls, especially for buildings with seal floors. Thus walls will
appear either pixelized or blurry when the viewemes close to them. The latter if some kind ofrimtéation technique is being
used to reduce the pixelization. In any case it a big impact on how the viewer perceives evironment as it will look far
from real. We present how a modified multiscaletuex synthesis approach can be used to createyhifghéiled textures from
photos with different levels of detail and scaleeThovel idea is to switch colour space in ordémprove both quality and speed.
By using the HSV space it is possible to maintaloars, especially when the examplar image doesowtain all colours present

in the target image.

1. INTRODUCTION
1.1 Motivation

In the process of 3D virtual reconstruction andiglization of
buildings it is necessary to acquire textures oflsyaetc and
often photographs are used in order to obtain idjeelst quality
possible. Aliasing problems will occur when thesgtdres are
used for the 3D models and different interpolatiechniques
can be used to minimize the aliasing effect whea proves
close to the walls. One drawback with antialiagiRgley, 1997)
is that it will make the texture look blurry, hovwevthis is
preferred over having the pixels appear like bignhbgeneous
square blocks, which makes the texture look pieeliz

One way to handle this problem is to take clos@hugtos of all
parts of the wall in order to obtain highly detdileextures that
will look good on close distances. Nonetheless ithisften not
feasible or even possible for buildings with mdrart one floor,
unless there is a ladder, mobile crane or similailable.

This paper propose a novel approach where one pltlogo
target texture) is taken of a large part or even inole wall
and will therefore have relatively low details. Nexso called
exemplar image is taken on close range, whichaaititain high
amount of details, however only for that particutert of the
building. The main idea is to use the exemplaruexto insert
details in the target texture using a modified meo#le texture
synthesis technique that will be further explaiirethe paper.

The main contributions of this paper are, firsuse multiscale
texture synthesis for improving 3D virtual reconstions of
walls, second the novel idea to use the HSV cokpace in
order to maintain colours as they appear in thgetatexture.
The latter will also speed up the time consumingcess of
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texture synthesis considerably. Moreover an impieateon
using High Performance Computing (HPC) resourdes the
Graphics Processing Unit (GPU) will be discussed.

1.2 Related Work

Texture synthesis is the process of taking one lsmadxture
and then make it larger in size, not by tiling, butsynthesizing
it. (Efros, 99; Wei, 2000) Several approaches earstl the
hierarchical texture synthesis method (Heeger, 1®0flds a
tree of the smaller texture with different sizesywamuch like in
the mipmapping method. The smallest texture (onltoeest
level) is used in the first step and texels aredoanly taken
from it and randomly inserted into the new syntheditexture
of corresponding size. Then follows a process wlemask
with a specific shape is scanning the synthesiegtute in a
scanline order fashion while copying texels frore triginal
texture which has the best matching neighbourhod&bi,(
2002). In the same time as the texture is synthdson this
level, another texture is synthesized on a higlesell by
copying a 2x2 neighbourhood into that texture, Wwhic
accordingly will be twice as large in both direci# i.e.4 times
larger in total.

In multiscale texture synthesis (Lee, 2008) thémeady exists a
texture version available of the otherwise initialandomized
and then synthesized texture, namely the targétireexThen a
number of examplar textures are taken so that wikygontain

similar details like the target texture but on ghar level, and
they can be used to build a more detailed versfothe target
texture. An examplar graph is built for this purposnd the
target texture is placed in the root and texturéth \wigher

details are placed on the next levels depending thair

resolution. One texture on one level can thus dépenseveral
exemplar textures on the previous higher level.c&inhe



colours can differ on different levels it has b@eaposed to use
a colour transfer function (Han, 2008)

2. METHODS
2.1 Considerations

It is proposed that a similar technique like makie texture
synthesis is used with some important differenEg@st of all it

is desirable to make the procedure work for a smathber of
exemplar images, often only one. The main reasorthig is

that we want to keep the initial process as wethassynthesis
step as simple and fast as possible with a miniraorount of
user guidance as possible. Therefore the time oongu
process of building an examplar graph is avoidesl.sAown
later in this paper, the synthesis step require€ Hésources
and every simplification in the process, especiailyhe inner
loops, will have a great impact of the total congpioh time

needed.

While using these simplifications it can be supo#eat the
target image will contain colour information thatriot found in
the examplar images and it will be shown how thigbfem can
be handled efficiently by switching to the HSV aslspace.

Second it would be optimal if the resulting highdgtailed
texture would have the same properties as thettargge has,
i.e. when the upscaled texture is down sample, desirable
that the resulting texture will be equal to thegoral target

this problem by converting the colours into the HBaturation
and Value (HSV) colour space (Sonka, 2008). The K8Mur
model separates the colour into three channels|asito the
more common red, green and blue colour model (RGR)
instead it uses a measurement of hue, saturatidrvane also
called brightness.

One of the benefits of this colour model is thatatresponds
better to human perception where the brightnestecoupled
from hue and saturation, in comparison to the RG&deh
where the brightness is encoded in all three cothannels.
Actually, one advantage of using this colour modelthe
approach taken here is that the matching can be dsimg the
V element only, instead of R, G and B. This will keathe
algorithm faster, which of course is a big advaetajnce
texture synthesis is a heavily time consuming pscicluding
four nested loops.

The synthesized textures on higher levels are noetst using
the synthesized V elements and the H and S eleraeataken
from the target texture, which ensures that thgiwai colours
of the bricks are maintained. However it is impottéhat the H
and S elements are bi-linearly interpolated in thpscaling
process, otherwise the colour will be visible azcks. It should
be said that there exist a number of interpolatémhniques that
could be used for this purpose (Gonzales, 1993)

2.3 Proof of Concept

texture. The proposed method comes very close te thA picture was taken of a wall and then it was deampled so

requirement.

Furthermore the examplar texture is taken in suctagp that
when the multiresolution (Wei, 2002) tree is builie lowest
level will have approximately the same size in uegd details,
i.e., the same scale, as the target texture. Heneebrick wall
this means that the bricks will cover approximattig same
area (number of texels) in both the target and ek@mplar
texture on the lowest level.

Now it is possible to proceed in a similar manner far

multiresolution texture synthesis, however we do meed to
change the synthesized texture on the same levethas
algorithm proceeds, since we already have a streigtudetails
on this level. Actually, it is undesirable to changhe

synthesized texture since the target texture shobkl
unchanged, while details are added to the synthedizxtures
on higher levels. Hence, only the synthesized testwvill be

changed by adding new details. Moreover it is restassary to
have a mask that is adapted to scanline orderrgalvét turns

out that a simple 3x3 mask will yield a satisfagtagsult quality

wise. It is preferable to have as small mask asipleswhen it

comes to speed. Generally smaller masks will yiskdrp

undesirable noisy details while larger masks witkear out the
details.

2.2 Changingto HSV Colour Space

The proposed method produces textures that look reaistic
and often it is very hard to tell if it is a reahgio or not.
However, there are some problems when the exartetiure
does not contain similar information as in the ¢artgxture, i.e.
when the matching is bad. One example that ofteapmrent
on brick walls is when a single brick has for aramaple a
greenish tone in the otherwise red wall. It is g to handle

that the width and height was halved in each gtegs making
it 4 times smaller (our target texture). This pscwas repeated
four times and the final image was 256 times smatietotal.
The result is shown in figure 1. Note that this gmas heavily
down sampled and some bricks are almost touchioly etoer,
hence it will really put the different synthesigpapaches on the
test.

“'V'.-

Figure 1. A brick wall in low resolution: 204x1$&els

The upper left corner of the original image (96x89%els) was
chosen as the examplar image on the same levettaifisd In
figure 2 we see the examplar on the previous lewetaining 4
times more details (192x192 pixels). In a real mapion we
would probably choose to take images using the dsigh
resolution possible with for an example a 10 Megaptamera.
However, for the initial tests it was necessarylitoit the
textures to be rather small for reasons that vélldiscussed in
the next section.



Figure 2. An examplar containing 4 times more itigta
192x192 pixels

Initially the ordinary multiscale approach was exaed. Since
only one examplar is used it is likely that it wilbt contain all
colours present in the target texture. It turnetltbat a brick in
the upper right corner had a greenish tone thatnwagroperly
represented. In figure 3 the resulting texture he tight is
compared to the target image on the same levettaild to the
left. It is obvious that the colours are not represd correctly.

Figure 3. The target image to the left and a s3sited version
to the right using ordinary multiscale texture $wis yielding
colours, which are far from correct.

Using the proposed approach, by converting to HSAts and
synthesizing the V part while interpolating H andwdll give a

much more accurate result. In figure 4 it is shdwow the

problematic brick is synthesized while still kegpihe greenish
tone.

Figure 4. The proposed approach produces coleuesected.

It should be noted that the result in figure 4 adnve exactly
equal as the left image in figure 3 since a textsyrthesis
approach is used. However it is required that tleurs in the
target texture are kept as intact as possible @ upscaling
process while details are added from the exampiage.

Another experiment was performed by inserting &t t3D-
ARCH?", changing just the H element to green in liiek wall
as shown in figure 5.

Figure 5. “3D-ARCH” was written on the wall.

Then ordinary multiscale texture synthesis as vl the
proposed method was used to produce the imageguire 6. It
is obvious that the proposed method performs muettebin
reproducing the colours. Since previous method«kwoRGB
space, the matching will be poor as there are aergcolours in
the examplar image. Hence the texels will be tfkem areas
that are as similar as possible, i.e. giving th&t beatch. In this
case some grey colours are inserted and the tek@aisly
visible.

Figure 6. Ordinary texture synthesis fails in em@nting the
colour as shown in the upper image while the predos
approach in the lower image produces colours asateg.

2.4 Implementation

The images were produced by implementing the alyoriin

MATLAB since it has excellent tools for image presing.

However it is quite impractical to run texture dyegis on a
single CPU because it is heavily time consuming thuéts

O(n* complexity. For the proof of concept tests a taigetge
of 204x153 texels and an examplar image of 192xES2Is
were used. That adds up to more than 1150 millierations.
For each scale up the synthesized image beconiesd targer
and an examplar image that is also 4 times largébes used,
thus the total number of iterations will increasiéhva factor of
16. That is why it is important to decrease thelwawne in the
inner loop and the proposed approach that work hen \f

element instead of RGB decreases the work by arfatt3.

Today when 3D architectures are captured using gatatli
camera a resolution of at least 8-10 Megapixelslavbe used
and it can be expected that this size will contitmécrease in
the future, just as it has done in the past. Taiks dor efficient
texture synthesis methods and fast hardware becanuee
important.

Let us assume that the examplar is taken so teatdtails can
be upscaled 4 times, then the target image wilk5@é times



smaller than the final synthesized image. This efid up in
almost 250 billion operations and each new upsedleyield

One can clearly see the smooth region in the ulgfiepart of
the index map, which is the result of the fact tiet reference

16 times more operations. Obviously some kind ofCHP texture was taken out of this part from the origimsage and

implementation is needed, either on a cluster oU'€Pon a
multicore CPU or on a GPU. So far we have impleesrihe
algorithm on a GPU and the performance
considerable. Of course the MATLAB implementatiannot
the fastest choice but very useful and the prodfasfcept test
took a couple of minutes for the first upscale step the GPU
the same computation took just a couple of seconds.

Method \ Step 1 2 3
A 1.2s 7.3s 106.3s
B 1.2s 2.8s 9.1s

Table 1. Timing of two different examplar approasiethree
upscaling steps on the GPU.

Table 1 shows the timing in seconds of three upsgalteps.

Method A used a 4 times larger examplar in each step, whil
method B used the same size for every step. Theoretically
method A would require 16 times more time to finish while
methodB would require 4 times more time. Keeping in mind

that we must subtract about 0.6-0.8s for the iimtizy,
reconstruction, colour space conversion, etc, tivenobtain
numbers that are according to the theoretical galue

The implementation of our algorithm was made to amnthe

GPU of a modern graphics card. The OpenGL Shading

Language provides data structures and functionsdtevery
suitable for our texture-based task. A fundameotaicept of
general-purpose computing on GPU's is to set ud anhpping
between the input pixels and framebuffer elememterder to
render a full-sized quad that stretches out over éntire
viewport. The fragment shader then processes ripist istream
and the results are eventually stored in the fradffeb
Nonetheless we are facing a difficulty here: ouermion is to
upscale a texture, so we lose a 1:1 mapping betingen and
output pixels. If both the texture's width and leigre being
doubled, one incoming texel generates four texelthe final
output texture. In order to preserve a 1:1 mappivgsplit our
procedure into two separate tasks.

Figure 7. An atlas map where thandy values are decoded in
red and green colours.

First, a viewport-sized quad is rendered, textwrél the input
texture. The fragment shader tries to find a bestcm of the
neighbourhood of every incoming texel from the epkm
texture. As a result, the colour values will notstered, instead
the position of the best match in the framebuféestored and
the resulting image can be used as an index map atlas as
shown in figure 7, where the red channel encodex position
and the green channel encodesytipesition of the best match.

therefore fits exactly back into its former positidVith the blue
and alpha channels included, positions up to (6553636)

increase isan be encoded in an index map which is easilycserfit even

for very large examplar textures. Using framebudfbjects, the
index map can be rendered off-screen and directtp ia
texture.

Finally, we can access the high-resolution textate the
positions stored in the index map to synthesizerasdnstruct
a detailed upscaled version of the input textutes Task can be
finished on the CPU using system memory as it iskiyadone.

3. RESULTS

3.1 Comparison of Quality

hen the target texture is zoomed in so that eexél is 64
imes larger, the texture looks pixelized as shawfigure 8.

Figure 8. Zooming without filtering makes the e look
pixelized.

Note that since the original texture was heavilwdsampled,

it is difficult to see the mortar between the bsidk the upper
left corner. This will yield artefacts in the sye#lis step. Such
shortcomings can be avoided by taking an image Wétier

resolution.

Usually some filtering techniques are used in ptdeavoid the
pixelization apparent in figure 8. This will makbeet texture
look blurry and the details will appear as if theg out of focus
as shown in figure 9. In this image a simple linie¢erpolation
was used. Different interpolation kernels will gigifferent
results, however the main impression still remaths: texture
appears to be out of focus.



Figure 9. Filtering makes the texture look bluand "out of
focus”, but is the usual method to avoid pixeliaati

Finally the proposed texture synthesis approacksgiv much
more appealing result as shown in figure 10.

Figure 10. The proposed approach gives a much more
appealing and realistic result.

The level of details is increased by the multiscigture
synthesis and the colours are not drastically chdrgy using
the proposed approach.

When 3D reconstruction of buildings is used by pneposed
approach it is possible to use an image of the evhadll or
large parts of a wall using a high resolution can€Fhe
inserted details can be taken from an examplar émagen
from the same wall. This image will be taken onlase range
and will therefore cover a small part of the wall.

In order to test the algorithm further the samengpar was
used for new photos of other walls. In figure 1paat of an
arch is shown that has been upscaled twice. Oneamthat the
non horizontal bricks are a bit jagged and thabpbdy depends
on the fact that all bricks in the examplar areizwntal.
Anyhow, the algorithm does not completely fail these cases
and it should also be noted that the bricks ontahget picture
was a bit larger than on the previous target péctand the
algorithm still does a good job.

Figure 12. Artefacts are clearly visible.

In figure 12 yet another wall has been synthesigglliwith the
same examplars. Some artefacts are clearly visiblet



surprisingly is the rusty iron bar in the bottorghi corner quite
jagged. However, worse is that the bricks haveatsgepatterns
that do not look good. In this case the originaagm is taken
from a greater distance than for the first targeage and thus
makes the bricks smaller. This might be the redsorthese

artefacts and this underlines the need for havegtarget and
examplar images in approximately the same scaltet#ils. It

can also be shown that these artefacts dependeofath that
the details are too small since they will disappaanost

completely if the resolution is 4 times larger foe target image
as shown in figure 13.

Figure 13. The artefacts disappear when a 4 tiarggel target
image is used.

Both target images cover exactly the same parthefwall,
however for figure 13 it has 4 times higher resolut(number
of pixels). Both the bricks and the iron bar aready much
better synthesized and the tendency for bricksdavgnto each
other is also diminished since there are simply empixels
covering the mortar between individual bricks.

4. CONCLUSIONS
41 Speed and Quality

It has been shown how a modified multiscale texaymthesis
approach can be used to obtain highly detaileditestfor 3D
virtual reconstructions. Only one examplar imageesessary,
which is the main difference between the proposggraach
and previous algorithms. The problem of not findthg same
colours is efficiently handled by switching to th&SV colour

space. Since the matching operation is performedthia
innermost loop, it will make the whole process éasthen the
matching is done using only one element (V) instefthree
elements (RGB). The resulting texture with highesalution

will have the same main properties as the targdgute. The
synthesis process produces a visually plausibldtresth more

details. In order to obtain good images it is intaot that the
examplar is taken so that when it is down sampledlli cover

the same area of details as the target image. éfurdre it is
important that the target image has an adequatdutiem to

start with, in order to avoid that details starigrow into each
other.

4.2 FutureWork

There are still some things that can be both imgdoand
further examined. When using the HSV space the fim
colours where interpolated, while the V element was
synthesized. There are many different kinds ofrpakation
techniques that could be examined. When a walluiét of
different materials, like a stone base with brickstop then it
would be more efficient to use an examplar grapat ¢éast two
textures, one for each type of material. Similatlyould be
preferable to mask out some details like windows doors and
treat them differently. It should also be examirfethe mask
should have weights or even increase in size fghdri levels.
Furthermore it has not yet been investigated wisatthie
minimum size required for the examplar image ineortb
produce good results.
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