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ABSTRACT:

Recently, activity-based analysis using GPS equiprasrdata collector has being a hot issue. But messtarches focus on data
from wearable GPS recorder for person becausesyfdestailed activity logging and interactive vatida with users. Nevertheless,
available floating car data and geographic condexabases provide the possibility for activity-lthaealysis based on GPS vehicle
tracking trajectories, this paper presents a nardlefficient approach to automatically identifyiety-locations as well as activity-
types from raw GPS vehicle tracking data. A numblecontextual variants related to the activity lb@as including temporal
information, spatial information and probabilityfonmation are considered with the help of digit@iptontaining Points of Interest
(POIS). Taking the three aspects of inputs mentlat®ve into a Multi-Variants Analysis frameworletailed information of each
activity will be identified. Finally, experimentsimg real world floating car data are conductedefaaluation and to show how this

approach will help in varieties of applicationsbioth traffic and activity-based analysis.

1. INTRODUCTION
1.1 Background

As a widely-used traffic data acquisition technigfleating car
system can not only provide historic and real titraffic
information but also network constraint trajecterigavellers
moved through. Generally floating car data (FCDused for
traffic parameters calculation such as road segmaeptage
speed and link travel time estimation, but actualith rich
background knowledge, digital urban district regimap for
example, more in-depth FCD based analysis beconssitybe.

In recent decades, activity-based analysis usin§ €duipment
as data collector has being a hot issue. Most khmd of
researches focus on data from wearable GPS recdoder
person because of easy detailed activity loggirdyiateractive
validation with users (B. Kochan, T. Bellemans, Dns¥&ns
and G. Wets, 2006). Nevertheless, existing huge @D
geographic context databases provide the posgibfiir
conductible activity-based analysis based on GPS8icke
tracking trajectories such as finding out hottestations at

Ron and Pavlos (2007) conclude and summarize current
advances in activity-behaviour research. Jean Wdétandall
Guensler , William Bachman (2001), Stefan and Kay08),
Wendy Bohte, Kees Maat (2009) introduce basic idessg
GPS tacking data to conduct traditional travel Wiasearch ,
complete extensive experiments and proposed diffenays
for validation. Daniel Ashbrook, Thad Starner prepd method
for potential activity place clustering. Lin Liad & (2005) use
related markov networks to classify activies inito redefined
types, which is suitable for trajectory data fromivate cars.
Yu et al (2009) build framework and platform foa¢king data
mining and clustering, which pay more attentioraggregative
analysis and data mining.

2. PROBLEM STATEMENT

For a trajectory composed of discrete GPS traclpoits,
conceptual data model can be used to reduce ddgadancy
and enrich semantic information (Lian, 2009). Thecations
where activities probably occurred in a trip aslves routes
between these locations will be recorded to reptesdginal
points based trajectories. In this way, the probtkscussed in

certain time of a day (Stefan SCHONFELDER and Kay W.this paper is that: given a network constraint ertjry

AXHAUSEN, 2002). However, different from conventan
activities analysis applications, activity- types lome, at work,
or shopping) and activity-locations are not lalglia raw
tracking data, and this information is difficultcamot reliable
to be manually added. With the motivation to solvis
problem, this paper presents a novel and efficigiroach to
automatically identify activity-locations as we# activity-types
from raw GPS vehicle tracking data.

Tr(CarlD,T) with a series of potential activity-locatioA¥(x, v,
st,ed, a POI (point of interest) databa&B(x, yg(t)),whereT is
the time span of Tr including starting time and iagdtime;
CarlD is a tag indicating the corresponding vehicle; & grare
horizontal coordinatest sis the time when the driver stopped;
et is time when the driver left(t) is the time-attractiveness
function of each POl figure out possible activitieAT(Ap, st,

et, A9, whereApis the POI where an activity was going on and
Acis the confidence foApto be assigned tAT.

* Corresponding author. This is useful to knowdommunication with the appropriate person in cag#gsmore than one author.



We use floating car data collected by taxies in Whultity, |

22:00-24:00 | medium [ low | medium

China, and thus the method proposed is based uptype of
data source.

3. METHODOLOGY

Generally candidate locations for activities idécdition from
raw GPS tracking data are not directly availahtethis case t,
tracking points clustering methods (Daniel Ashbro@k03)
will be developed to find the centre of clusterangs as the
location where an activity was conducted since Gieits
during activities will be recorded as series obafling” points
around the place where the vehicle stopped, whashlts from

Tablel. Temporal rules for activities: Weekends

3.2 Activity chains

Temporal and spatial factors are used for singlévigc
identification. In a complete trip, the origin saimges has a
significant impact on destination and vice versar &xample,
people rarely go to another restaurant immediatigr a meal,
so “shopping” or “other” is more likely to be assagl to the
corresponding activity of destination when “dining”assigned
to previous activity. Based upon investigated infation from

a systematic error of GPS sensors. Then, activtsatibn,

starting time, ending time are obtained using time tstamps of

the first and last points in the cluster. Wherehsaxies are

used for floating car to collect GPS tracking psimiassengers

on/off information is recorded additionally and aBy used for

trips division. In this paper, the on/off changipgints along

trajectories from taxies are considered as configierces for

passengers’ activities identification.

3.1 Defined Temporal and spatial rules

A detailed activity normally includes activity tyfige “dining”,

internet, how the activity chains will affect adties
identification is described in Table 3.
Activity chain Possibility
Dining--Dining low
Dining--Shopping high
Dining--others medium
Shopping--Shopping medium
Shopping--Dining high
Shopping--others medium
Others--Dining medium
Others--Shopping medium
Others--Others medium

“working”, activity spot which refers to a specifaonstruction
like “Starbucks at 8 avenue”, and duration indicates how long
people stayed. However, GPS tracking data fronesaare not
validate to obtained durations because in mostsdase drivers
won't wait for the passengers they just droppecderéfore, time

of day and day of week are the only temporal facteill be
used for activities identification.

Network distances from POls those within a preasfinircular
buffer zone to on/off changing points are takessatial-aware
factor. The closest POI has the greatest posgiliilitspace to
be identified asAp. The radius of the buffer zone will be
adaptively changed according to the density of me&Ols,
generally the more POIls around the smaller thausaidi

The available database includes three types of:R€dtaurants
(coffee/tea house included), shops, and public irsgsy
Accordingly, we define three types of activitiedining,
shopping andothers.Table 1 and Table 2 show basic rules of
temporal factors on these three types. Possilsilitie “high”,
“medium”, “low” will return scores of 3, 2, and &spectively.

Time\Type dining shopping others
0:00-8:00 low low high
8:00-10:00 high medium low
10:00-12:00 medium medium medium
12:00-14:00 high low low
14:00-18:00 low medium medium
18:00-20:00 high medium medium
20:00-22:00 low medium medium
22:00-24:00 medium low medium

Tablel. Temporal rules for activities: Weekdays

Time\Type dining shopping others
0:00-8:00 low low high
8:00-10:00 high medium low
10:00-12:00 medium high medium
12:00-14:00 high medium low
14:00-18:00 medium high medium
18:00-20:00 high high medium
20:00-22:00 medium high medium

Table 3. Activity chains effect on activities iddication

3.3 Multi-inputsanalysis method

As discussed above, temporal information, spatifdrination
and probability information are considered for ‘tgs
interference. Furthermore, POIls have different &indf
attractiveness to people which will provide a fbuasspect for
identification.

Taking the four factors mentioned above into a ruatiants
analysis framework, the inputs of proposed method a
temporal factoiVt, spatial factoMg, activity chain factoiVa,
and attractiveness factdvz (Equations (1)).

Wt= E(st/ e)
Wg= F(AI(x Yy, AR x Y. G

Waxz= {Fa(ATO/ D) —_ If —_ ATO/ D_ exist (1)
We = ARg( D)
Where,

F¢() is the function to calculat&/t according to temporal
rules in section 3.1;

Fq( returns network distance betweéh and AP, G is
road network;

F.) is the function to calculaté/a according to Table 3
in section 3.2;

In the case of taxi GPS tracking datandetof Al are the
same. To collect the attractiveness function ohé@©I, we use
information from restaurant/shopping/facilities karg website
as showed in Figure 1. The higher the POI ranksgtieater
value thes(t)will returns.
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Figure 1. POI ranking website_restaurant page
To figure out the confidence of each candidate PQAc is
defined as Equation (2).
Ac=aWt+pWg+yWa+{ We )
Where,

a, B, y, ¢ are coefficients corresponding to the inputting
factors.

Neuron-network are used for the configuraidm, g, y, ¢
with a number of simple trajectories as training samytere
activities identifications are obvious, for exampbnly two or Figure 4. Experiment 1
one POl around Al. As shown in Figure 4, only one restaurant (Mantiragx

To reduce possible misjudge on activities, we $eieg 3 Reataurant) POI falls into the trajectory’s origintauffer
POIs with highest confidence when candidates anerimn 3,  zone(upper left), thus the activity will be idered as “dining”,
and record relative confidende;’ as Equation (3)instead of and relatedAp and time stamp are recorded. Whereas, four

AG restaurant POls fall into destination’s buffer zot®en their
K confidences are calculated as mentioned in secB8dh

Aq - Aq’/z A(j: @) “Hulmyuan Restaurant”, ) Dongyingge Restaura_mt_ and
= Double Lakes Restaurant” are selected as poteAawith

relative confidence 51%, 34%, 15% respectivelythis case,

the type of POls are all “restaurants”, thus ativacess and

Wg shows greater impact on the activity interferentdp

purpose based on the result can be described adiffuefor a
B

more preferable restaurant”.
e =
‘«-‘,-__I_,

e -
3

Where,
k is total number of candidate POls.

4. EXPERIMENTSAND EVALUATIONS

4.1 Data description and experiment setup .
Trajectories data from a taxi’'s one-day collect@ong with
road map of Wuhan city, China and restaurant/shappirblic
serving POls are taken for experiment setup to uatel
proposed method (Figure 2).
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Figure 5'?'-Overall trajectory of experiment 2

Figure 2. Tracking points and context map
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Figure 6. Activity identification in complex envinment
Figure 5 shows a more difficult case for activitidantification
where plenty of POls fall into buffer zone at battigin and
destination. Four POls are found as candidgtevhen the trip
started (Figure 6 (a)), and “Xiangshulin Coffeethie one with
the highest confidence. Five POls, two shoppind ara three
restaurant, show probability to be selected\pgo destination
(Figure (b)), and finally a public serving POI obt the
highest confidence with regards to the time sta®®d, and
previous activity identified as “dining” even thdudghe poi
“Hongdingdoulao Restaurant” is closer to the end thé
trajectory.

5. CONCLUSIONS

Booming available GPS tracking data and rich conteaps
provide possibility to infer activities along trajeries. This
paper proposes a muti-variants inputting methodsicianing
temporal, spatial as well as probability factorshick can
automatically identify activities in both simple cartomplex
environments. Experiment with field data validatéisis
approach. Our future work will focus on in-depthtivties
identification where more types POIls are availabded
developing online validation system to further esd¢ the
effectiveness of this method.
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