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ABSTRACT: 
 
This paper presents a method for retrieval of remote sensing images using low dimensional code of the spatial layout of a scene, 
which is proposed to represent the meaning of the scene. This semantic feature is based on the statistical features of gradient 
orientations. To capture coarse spatial information, the semantic feature is represented in a pyramidal structure. The level of the 
pyramid structure is evaluated in this paper for the remote sensing image retrieval tasks. Many features are proposed to describe the 
semantic information of the images, however, the scale of the measurement of them are no or less discussed in these researches. 
There are three candidates of measurement scale for image retrieval task: the interval scale, ordinal scale, and ratio scale. To evaluate 
the three measurement scales of semantic features for remote sensing image retrieval, this paper build a remote sensing image dataset, 
which is composed of ten image categories: Olympic gymnasium, urban area, campus of university, island, navy base, aircraft carrier, 
nuclear reactor, air base, cloverleaf junction, and mountain peak. The average normalized modified retrieval rank (ANMRR) are 
used to estimate the performance of semantic features with different measurement scales for remote sensing image retrieval task on 
our dataset. These experimental results demonstrate that ordinal scale is more effective for image retrieval task. 
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1. INTRODUCTION 

Current remote sensing platforms for Earth observation together 
acquire several terabytes of image data per day. The storage, 
organization and retrieval of the image data pose a challenge 
and important problem. And, due to this data volume the 
storage, organization and retrieval of these images became 
increasingly complex. According to the different organization 
and management schemes for Remote Sensing image data, the 
main methods used for remote sensing image data retrieval at 
present include: (1) File-based image data retrieval; (2) 
Metadata-based retrieval of mapsheet; (3) Image content-based 
semantic retrieval (Li and Bretschneider, 2004). 
 
Content-based image retrieval (CBIR) technology is an image 
retrieval technology using image vision contents such as color, 
texture, shape, spatial relationship, not using image notation to 
search images (Manjunath and Ma, 1996; Ngo et al, 2002; Li 
and Bretschneider, 2004; Li and Bretschneider, 2006). CBIR 
techniques together with the query-by-example approach enable 
a powerful and straightforward procurement of remote sensing 
images in the immense database. In order to process queries 
directly related to content information of remote sensing images, 
a variety of content-based image retrieval techniques were 
applied based on abstract automatically extracted features.  
 
Although varying success was reported, the main difficulty is 
that the retrieval performance is limited by the semantic gap 

between low-level features and high-level semantic concepts 
(Lee et al., 1999; Rui et al., 1998). In order to bridge the 
semantic gap, a scene context feature, which performs well in 
nature scene categorization, is applied to describe the meaning 
of the remote sensing images and to perform CBIR tasks. 
 
Traditional conceptions of research in computer vision treat 
objects as the atoms of recognition. In contrast, some 
experimental studies have suggested that the recognition of real 
world scenes may be initiated from the encoding of the global 
configuration, without necessarily identifying the objects they 
contain (Biederman et al., 1982; Schyns and Oliva, 1994; Oliva 
and Schyns, 2000; Greene and Oliva, 2005). Human are able to 
comprehend the amount of perceptual and semantic information 
(the semantic category of each image as well as a few objects 
and their attributes) within a single glance in less than 200 ms, 
which refers to gist of the scene (Potter, 1975; Henderson and 
Hollingworth, 1999; Oliva, 2005). In recent works, low 
dimensional code of the spatial layout of a scene is proposed to 
represent the characteristics of a scene (Murphy et al., 2003), 
which yield a rich set of cues to its semantic category. 
 
Hence, this paper presents a method for retrieval of remote 
sensing images using low dimensional code of the spatial layout 
of a scene, which is proposed to represent the meaning of the 
scene. In this work, the semantic feature is based on the 
statistical features of gradient orientations. To capture coarse 
spatial information, the semantic feature is represented in a 



 

pyramidal structure. The level of the pyramid structure is 
evaluated in this paper for the remote sensing image retrieval 
tasks. 
 
Many features are proposed to describe the semantic 
information of the images, however, the scale of the 
measurement of them are no or less discussed in these 
researches. There are three candidates of measurement scale for 
image retrieval task: the interval scale, ordinal scale, and ratio 
scale. Most traditional image representation approaches apply 
interval scale; however, recent researches suggest that ordinal 
scale performs well for image representation. This paper 
evaluates the performance of our semantic feature with three 
different scales of measurement, for the remote sensing image 
retrieval tasks. 
 
To evaluate the three measurement scales of semantic features 
for remote sensing image retrieval, we build a remote sensing 
image dataset, which is composed of ten image categories: 
Olympic gymnasium, urban area, campus of university, island, 
navy base, aircraft carrier, nuclear reactor, air base, cloverleaf 
junction', and mountain peak. Each category has more than 30 
images, and the image size is 1148 × 793 pixels. The sources of 
the pictures in the dataset is Google Earth, all of them are 
cropped form Google Earth. The average normalized modified 
retrieval rank (ANMRR) are used to estimate the performance 
of semantic features with different measurement scales for 
remote sensing image retrieval task on our dataset. The results 
show that ordinal scale is more effective. 
 
 

2. SCALES OF MEASURMENT 

To analyze data more effectively, the scales of measurement 
should be considered. Stevens's theory (Stevens, 1946) of scales 
of measurement has been an important methodological resource 
within psychology for half a century. It advanced the 
representational theory of measurement and promised to open 
up to scientific investigation the issue of the structure of 
psychological attributes. And this paper follows these concepts. 
Stevens presented four types of scales of measurement: nominal 
scale, ordinal scale, interval scale, and ratio scale.  
 

 
 

Figure 1. The properties and relationships of the four scales 
 
The meanings of four types of scales are much different. The 
nominal scale represents the most unrestricted assignment of 
numerals, which remains invariant under general substitution or 
permutation group. The ordinal scale come from the operation 
of rank ordering and assigns values to objects based on their 
ranking with respect to one another, which . The interval scale 
represents a quantitative measurement, which remains invariant 
when a constant is added. The ratio scale is the most restricted 
measurement. The properties and relationships of the four scales 
are shown in Fig. 1.  
 

For image retrieval tasks, the nominal scale is really a list of 
categories to which objects can be classified. Thus, it can not be 
used in feature representation. This paper evaluates the 
performance of the four scales for image retrieval. 
 
 

3. FEATURE EXTRACTION 

Traditional conceptions of research in computer vision treat 
objects as the atoms of recognition. In contrast, some 
experimental studies have suggested that the recognition of real 
world scenes may be initiated from the encoding of the global 
configuration, without necessarily identifying the objects they 
contain (Biederman et al., 1982; Schyns and Oliva, 1994; Oliva 
and Schyns, 2000; Greene and Oliva, 2005). Some experiments 
in perception and visual search suggest that the visual system 
first processes context information in order to index object 
properties. This paper extract scene context features for image 
retrieval, which uses pyramidal histograms of gradient 
orientations information.  
 
3.1 Feature with different measurement scale 
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Figure 2. Illustration of the features extraction with different levels. 

 
This section presents the comparison of feature extraction with 
different levels: ordinal scale, interval scale, and ratio scale. 
Each position is measured with its neighbours, and the four-
neighbour case is shown in Fig. 2. It is noted that the ordinal 
representation is similar as LBP (Ojala et al., 1996). Also noted 
that the constraint of ordinal scale is weakest, and which of ratio 
scale is strongest. 
 
3.2 Pyramidal structure 

To obtain coarse spatial information, we employ pyramidal 
structure to extract features at different scales. A three-level 
pyramidal structure is shown in Fig. 3. Extracting pyramidal 
histogram features consists of three stages: first we build the 
pyramidal structure by dividing one region to four sub-regions; 
then we compute the histograms of all the regions (or sub-
regions); finally, we get the representation vector by combining 
all the histograms together. These global features are 
hierarchical representation, the levels of which may be used to 
balance the trade-off between generalization ability and 
discrimination ability. The discrimination ability is improved 
while the generalization ability is weakened when the levels 
increase, and vice versa. 
 
 

4. EXPERIMENTS 

In this section, we report comparison results of image 
representation with different scales for remote sensing images 



 

retrieval task. The number of levels of pyramidal structure is 
also evaluated. 
 
4.1 Dataset  

To evaluate the three measurement scales of semantic features 
for remote sensing image retrieval, we build a remote sensing 
image dataset, which is composed of ten image categories 
(semantic concepts): Olympic gymnasium, urban area, campus 
of university, island, navy base, aircraft carrier, nuclear reactor, 
air base, cloverleaf junction, and mountain peak. Each category 
has more than 30 images, and the image size is 1148 × 793 
pixels. The sources of the pictures in the dataset is Google Earth, 
all of them are cropped form Google Earth. Some examples are 
shown in Fig. 4. Some categories are easily confused, for 
example, urban area & campus of university, and navy base & 
aircraft carrier. 
 
4.2 Experimental results 

For our experiments, we perform remote sensing image retrieval 
task, that is to say, retrieving images from a set of images by a 
query example (image), called query-by-example task. 
Comparison results of image representation with different scales 
for remote sensing images retrieval task are presented. The 
average normalized modified retrieval rank (ANMRR) (Lee et 
al., 2003) are used to estimate the performance of semantic 
features with different measurement scales for remote sensing 
image retrieval task on our dataset. Both performance measures 
are popularly used in the current researches. The values of 
ANMRR range between [0, 1]. A low value of ANMRR 
indicates the high retrieval rate with relevant shots ranked at the 
top. 
 
ANMRR: Let Q  as the number of queries and N  as the 

number of items in a database. For a query q , ( )R q  is defined 

as the set of relevant items in a dataset for q , and ( )NR q  as the 

number of items in ( )R q . Then, ANMRR is computed as  

1

1 ( )

0.5 0.5 ( )

Q

q

MRR q
ANMRR

Q K NR q


    

where ( ) min(4 ( ), 2 )K q NR q t   ,  
1

max( ( ))
Q

k
t NR k


  

1

1 ( )
( ) Rank( , ) 0.5

( ) 2

N

k

NR q
MRR q k q

NR q 

   . 

The function Rank( , )k q  computes a value for an item which is 

retrieved as the kth most similar item to query q  as  

if ( ) and th item ( )

Rank( , ) ( ) 1 if ( ) and th item ( )

0 otherwise

k k K q k R q

k q K q k K q k R q

 
   



. 

 
 
Table 1. The ANMRR with different measurement scales and pyramid 

levels. The highest result is shown in bold. 
 

Scale 
ANMRR 

Ordinal Interval Ratio 
1-level 0.5143 0.5360 0.5324 
2-level 0.4747 0.5204 0.5745 
3-level 0.4730 0.4849 0.6042 
4-level 0.4731 0.4870 0.6224 

 
The ANMRR results with different measurement scales and 
pyramid levels are shown in Table 1. It can be seen that: (1) the 

ordinal scale performs best, while the ratio scale performs worst; 
(2) the performance the representation with 3-level pyramidal 
structure is best, e.g., which achieves the best balance between 
generalization ability and discriminative ability. Fig. 5, Fig. 6, 
and Fig. 7 show the query results with the ordinal scale, the 
interval scale, and the ratio scale, first 20 images with lowest 
distances are given for each query (3-level pyramidal structure). 
 
Our experiments demonstrate that semantic feature of remote 
sensing images are surprisingly effective for image retrieval. 
These results also give the guide of model selection in this 
representation, three-level pyramid structure and ordinal scale 
should be employed for remote sensing image retrieval. 
 
 

5. CONCLUSIONS 

Image representation is very important for remote sensing 
retrieval; however, model selection is not resolved. This paper 
evaluates the performance of semantic features with different 
measurement scales and the pyramid levels for remote sensing 
image retrieval. To analyze the performance, we build a remote 
sensing image dataset, which is composed of ten semantic 
categories. Our experimental results show that ordinal 
measurement scale and 3-level pyramid structure is more 
effective for image retrieval.  
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Figure 3. Illustration of coarse spatial relationship extraction with the pyramid structure. 

 
 

 
 

Figure 4. Some examples our dataset. 
 



 

 

Figure 5. Query results with ordinal measurement scale. 
 

 

Figure 6. Query results with interval measurement scale. 
 



 

 

Figure 7. Query results with ratio measurement scale. 
 


