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ABSTRACT:

The temporal evolution of vegetation activity orrigas land cover classes in the Spanish Pyrenessanalyzed. Two time series
of the normalized difference vegetation index (NDMWiere used, corresponding to March (early spreng) August (the end of
summer). The series were generated from LandsatitlLandsat ETM+ images for the period 1984-2007.icrease in the

NDVI in March was found for vegetated areas, are apposite trend was found in both March and Audmsdegraded areas
(badlands and erosion risk areas). The rise inrmim temperature during the study period appeabe tine most important factor
explaining the increased NDVI in the vegetated sirdadegraded areas, no climatic or topographi@lbe was associated with the

negative trend in the NDVI, which may be relate@tosion processes taking place in these regions.

1. INTRODUCTION

Maps of active erosion areas and areas at riskosfan are of
great potential use to environmental agencies (govental
and private), as such maps allow erosion preversgftorts to
be concentrated in places where the benefit willgheatest.
There is no single straightforward method for asisgserosion,
as erosion is highly dependent on the spatial saald the

and, v) to determine the effects of human land .ugds
previous studies have focused on well-vegetateasasnd very
few reports have analyzed spatial and temporalatiaris in
vegetation cover on active erosion areas and eroisk areas,
where vegetation is sparse. Badlands are usuafipede as
intensely dissected natural landscapes where uegetds
scanty or absent. Alatorre and Begueria (2009)tiiiesth active
erosion and erosion risk areas in a badlands lapésof the

purpose of the assessment (Warren, 2002). Metheds fSpanish Pyrenees using RS techniques. The preséruare

evaluating erosion risk at catchment and regiocales (10-

soil surfaces and the large size of badlands edabtmd

10,000 k) include the application of erosion models, or discrimination using RS data. However, the erosisk areas

qualitative approximations using remote sensing )(R&d
geographic information system (GIS) technologieS.aRd GIS
techniques have been shown to be of potential ms&dsion
assessment at regional scales, including the fo=iion of
eroded surfaces, estimation of factors that conénalsion,
monitoring the advance of erosion over time, andstigating
vegetation characteristics and dynamics (Lambifg).9
Various studies have identified changes in vegatadiynamics
at continental, regional, and local scales in redecades. Most
changes have been caused by human activity, paricu
deforestation and forest fires (Riafio et al., 200t land
marginalization and rural abandonment have cort&ibuto
natural revegetation processes in some regions efitée
Serrano et al., 2004). However, numerous repons faund a
general increase in vegetation activity in varieassystems of
the world, suggesting that the principal causeshanges in
vegetation dynamics are variations in precipitatiand/or
temperature (Delbart et al., 2008).

Changes in vegetation in the Mediterranean regiaveh
followed very different patterns. In general, vegiein growth
tends to be favored by increased temperature iasanehere
water is not a limiting factor (Martinez-Villaltat @l., 2008).
Studies in the Spanish Pyrenees (Lasanta and ékS#rtrano,
2007) have investigated spatial and temporal varnat in
vegetation cover at regional and local sc ales)tasisess
changes in the vegetal cover in the last 50 yegrsjetect
trends in the global vegetation biomass; iii) explohanges in
leaf activity in forest regions; iv) detect thenslite drivers
(temperature and precipitation) and spatial pastexharidity;

* Corresponding author

surrounding badlands, coinciding with the transitimne from
badlands to scrubland or forest, were charactertzedhoor
vegetation cover (10-50%). For this reason, thelyaisa of
vegetation dynamics on active erosion and erosgknareas is
very relevant to the design of measures for thégatibn and
remediation of soil erosion and sediment transfer.

The objectives of this study were i) to obtain tirseries of
vegetation activity during two contrasting periaddhe growth
cycle (early spring and the end of summer) for aasiland
cover classes, including both well-vegetated andratied
areas; ii) to determine the extent by which climedatrolled
vegetation activity in the various land cover ctassand to
define temporal trends; and, iii) to analyze theatisp
distribution of trends in vegetation activity onosion risk
areas, as indicators of recovery and degradatimht@quantify
the effects of various topographical factors orhsuends.

2. STUDY AREA

The study area, located at 620-2,149 m altitudecqipately
23 km north of the Barasona Reservoir (Spanishriegs), is
an integrated badlands landscape
northwest-southeast and developed on Eocene nkags {A
and B). A land cover map based on the supervisednmua
likelihood method (Alatorre and Begueria, 2009)vebo that
the study area is occupied by five principal landver
categories: badlands, 19 kif8.0%); coniferous forest, 65 Km
(28.0%); deciduous forest, 21 kn(9.0%); grassland, 32 Km

orientated
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(13.0%); and scrubland, 99 Rm(42.0%). The spatial
distribution of land cover showed that the areasupied by
scrub and the grass border areas could be clabssidadlands
(Fig. 1C). This spatial distribution suggested tagirogressive
transition between eroded areas and forest (Fig. IlCthe
same study, a map of the active erosion (badlaamis)erosion
risk areas was obtained, with the surface aredkese classes
comprising 17 krh and 49 krf, respectively (Fig. 1D). The
surface area of the active erosion region was éimeesas that
obtained from a land cover map generated usingupervised
maximum likelihood method. The badlands system ctap a
group of typical hillside badlands developed ondyamarls
with clay soil, and is strongly eroded over contdisides with
moderately inclined slopes. Visual comparison opsishowed
that the erosion risk areas corresponded pringiptdl the
scrubland class (and in some cases the grasslahdarifer
classes) bordering the badland areas. These aaglaspectral
characteristics intermediate between badlands anabland,
indicating either a mixture of classes within agbbor an
intermediate level of degradation (for more detaflshe study
area please see, Alatorre and Begueria, 2009).
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Figure 1. A) Location of the study area: i) suteea indicates
the location of badland areas on marls (236)kii) the gray
zone indicates the area of the Landsat scen¢héiplack
squares indicate the location of meteorologicakoletories of
the National Agency of Meteorology. B) Digital teim model
(DTM). C) Land cover map based on supervised dlaatibn

using the maximum likelihood method and the maximum
probability classification rule (Alatorre and Begize 2009). D)
Erosion risk maps (Alatorre and Begueria, 2009).

3. DATA AND METHODS
3.1 Data selection and preparation

A database of Landsat TM and Landsat ETM+ imageshf®
period 1984-2007 was used. The database compréseda®jes,
16 of which were from a summer time series and rbihfa
spring time series. The two time series were usefiéntify
possible differences in vegetation dynamics as retfon of
seasonal differences in vegetation activity, andgeess with
more robustness any spatial and temporal pattermegetation
activity. Table 2 shows the dates of the images useeach
time series. The database was processed usingedore that

included calibration and cross calibration of timeages (for
more details please see, Alatorre and Begueria9)20the
procedure allowed accurate measurements of physicéce
reflectance units to be obtained. The correctioplieg to the
images guaranteed the temporal homogeneity ofdtesdt, the
absence of artificial noise caused by sensor degjoad and
atmospheric conditions, and spatial comparabilitmoag
different areas, given the accurate topographienabization
applied. Details of the correction procedure apblie the
images, and a complete description of the datasdt its
validation have been described by Vicente-Serrahoale
(2008).

Time series of the normalized difference vegetatindex
(NDVI) were obtained from the original Landsat ThMda
Landsat ETM+ images, for the purpose of monitoring
vegetation activity. The NDVI was computed as (Roes al.,
1974):

NDVI = PIR”PR
PIRT PR

@

whereplR is the reflectivity in the near-infrared region thie

electromagnetic spectrum ap® is the reflectivity in the red
region. Several studies have demonstrated a stedagonship
of the NDVI to the fraction of photosyntheticallyctave

radiation, the vegetation biomass, the green cavet,the leaf
area index. Hence, high NDVI values are indicatbfehigh

vegetation activity. A land cover map comprising tmajor

vegetation types in the study area was also usediel as a
map of active erosion areas (badlands) and area®sibn risk
(Alatorre and Begueria, 2009).

March August
Acquisition date Sensor Acquisition date Sensor
03/11/1989 ™ 08/20/1984 ™
03/30/1990 ™ 08/07/1985 ™
03/06/1993 ™ 08/13/1987 ™
03/09/1994 ™ 08/02/1989 ™
03/28/1995 ™ 08/24/1991 ™
03/17/1997 ™ 08/10/1992 ™
03/20/1998 ™ 08/29/1993 ™
03/23/1999 ™ 08/03/1995 ™
03/17/2000 ETM+ 08/24/1997 ™
03/10/2003 ETM+ 08/14/1999 ™
03/07/2005 ™ 08/08/2000 ETM+
03/13/2007 ™ 08/26/2001 ETM+
08/30/2002 ETM+
08/27/2004 ™
08/18/2005 ™
08/01/2006 ™

Table 2. Dates for the Landsat 5 TM and 7 ETM+ iesagsed
in the study.

To analyze climate effects on the vegetation agtiwie used a
database consisting of three daily rainfall serfesm the
National Agency of Meteorology, comprising data cein
January 1984 (Fig. 1A). To guarantee the qualityhef dataset
the series were checked using a quality controtgsse that
identified anomalous records and analyzed the hemeity of
each series (for more details see Vicente-Serramdh,e2009).
Daily temperature data were obtained for the saemn®g from
the Serraduy station (Fig. 1A), and these were etiseked for
possible temporal inhomogeneities. The time ser@s
precipitation totals and maximum/minimum temperatur
averages were computed from the original daily esery
aggregating the original daily values over the quebri
immediately before the images were taken. Thusyatblogical
series were computed for the following time peripdsr to the
date of the image: 15 days, 30 days, 3 months &nu
February and March for the March images; June, &ulg
August for the August images) and 6 months (Octoloer
March, and March to August, respectively). A series
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topographical variables was also analyzed to askesseffects
on vegetation activity. This involved use of a thgyiterrain
model (DTM) with a spatial resolution of 20 m torige the

belonging to the erosion risk class, and the rmplt
significance statistics (p values) were averagduds Enabled
avoidance of a sample size effect that would aifisal the

slope gradient (m /), as some studies have shown that this campixels of the erosion risk class (approximately088) were

be a major factor explaining rates of vegetatiooovery
(Pueyo and Begueria 2007). We also derived a mofdéhe

incoming solar radiation (MJ fhday) to assess topographic

control of the energy balance, using an algorithat includes
the effect of terrain complexity (shadowing andeetion) and
the daily solar position (Pons and Ninyerola, 2008)

3.2 Statistical analysis

The temporal series of NDVI for each land coversslavas
checked for temporal trends using the Spearmamnlation
test against time. This enabled analysis of theetsmpn
dynamics in terms of increased (positive corretgtiand
decreased activity (negative correlation). The ifitance of
the trends was checked using the p value assocwtadthe
Spearman’s rho statistic.

The Spearman’s test enables detection of tempmadl$ in the
NDVI series, but does not identify the driving faict involved.
To determine the control exerted on vegetationvigtiby

climate, and to isolate climate from other factove, performed
a multivariate regression analysis of the averad&/Nvalues

in March and August for the various land cover sdssagainst
the climatic variables. As a preliminary step wedemook a
correlation analysis to determine the most appab@time span
for the climatologic time series. For both the Maend August
images we found that the climatological series aatenp for the
3 months prior to the images had the greatest ledion with

the NDVI. Therefore, we used the time series of wiative

precipitation and average maximum/minimum tempeeafor

the 3 months before the acquisition date as caearian the
regression analysis.

As the acquisition date of the images did not ddim@mong
years, which could have affected the NDVI (espéciah

March, which is very close to the start of the dgrayperiod),
we also introduced the Julian day of the image aevariate.
To check for temporal trends in the NDVI valuest tvare not
explained by variability of the climatic factors danthe

acquisition date of the images, we also incorporéte year of
acquisition of the image as a covariate.

We used a backward stepwise procedure based okktike’s

information criterion statistic (AIC), as implemedt in the
function stepAIC in the R package for statisticablgsis (R
Development Core Team, 2008).
identification of the significant explanatory vasias for the
time evolution of the NDVI for the various land eswlasses.
The data analysis was based on the goodness ddnfit
statistical significance of the regressions, theplaxatory

variables selected, and the beta (standardizedjessign

coefficients.

To provide a spatially distributed analysis, the Itiariate

regression analysis was repeated on a pixel-by-piasis for

the erosion risk areas alone. This enabled mapyitite spatial
distribution of NDVI trends not explained by clirosdgic

factors, and thus identification of areas underggirocesses of
degradation or recovery. Finally, a correlation Ipsia was
performed on the NDVI trends against various toppbical

factors (elevation, slope gradient and potentiabining solar
radiation), and a bootstrap procedure was useeétermine the
statistical significance of the correlations. Thu&,000

repetitions of the correlation analysis were pernfed on

random samples containing approximately 1% of theslp

introduced together in the analysis, causing theifitance test
to become over sensitive and thus unreliable.

4. RESULTSAND DISCUSSION

41 Temporal variation of the NDVI over all land cover
categories, 1974-2007.

The temporal variation of the mean NDVI values iarbh and
August was assessed for each land cover categyyFTable
2). In both time series there was a clear diffeeclbetween the
vegetated categories (deciduous and coniferous stire
grassland and scrubland) and degraded areas (badkmd
erosion risk areas). The vegetated areas had hiiyieyI
values, and the greatest average NDVI values caduin
August. The NDVI values in March showed positivenperal
trends (i.e., the average NDVI increased with tirfa) all
vegetated classes, particularly for deciduous aowiferous
forests where the trends were almost significarthat = 0.05
level. Nevertheless, the increase in the NDVI waisaonstant,
and in some years (e.g., 1997 and 2003) a declieatiee
average NDVI was detected relative to the geneesdt (Fig.
2). The NDVI values in August did not show sigrefit
temporal trends for any vegetation class. Thesalteesuggest
an increase in vegetation activity during the stysbriod,
especially in March, when the conditions for growatk best.
The degraded areas (badlands and erosion risk) aradsthe
lowest average NDVI values, which differed littleetlveen
March and August because of the very low vegetatiover
(Table 2). The NDVI trends were negative in bothréhaand
August, and were stronger in the erosion risk arfaswhich
statistical significance was found in the Augustdiseries. This
may indicate the presence of a degradation prosash, as soil
erosion, in these areas.

These results suggest that the occurrence of tiniga
temporal trends in the overall area depends omaleare of the
land cover, with well-vegetated areas undergoingnarease in
vegetation activity and degraded areas sufferingyazess of
further degradation. However, the time variabibifythe NDVI
may also be explained by the evolution of climanditions,
as discussed below.

This function aided4.2 Regression analysisof NDVI versus climatic variables

Regression analysis helped explain the observed INDV
temporal patterns of the various land cover clasS¢se
regression models generally fitted the observed Ni2lues
well, although for pastures, badlands, and eroggkareas in
March, the model results were slightly below thenfrence
level (Table 3). A better fit was obtained in Marfdr well-
vegetated areas (pine and deciduous forests, amolaed) than
for less vegetated regions (pastures, badlandseaosion risk
areas), as shown by the loweP Ralues. In August the
goodness-of-fit was similar for all land use clas§Bable 6). In
all models one or more climatic variables were fiifienl as
significant, indicating that climatic conditions reemportant in
explaining the evolution of vegetation activity.
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Table 3. NDVI values and temporal NDVI trends (Sp&n’s
rho correlation with time and significance) for bdand use
category for March and August.
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Figure 4. Tehwporal evolution of the mean NDVI valdier
March and August between the categories of lanércmap
and erosion risk areas.

Pine Deciduous Scrubland Pastures  Erosion Erosion
forest forest risk (badlands)
R 0.743 0.779 0.615 0.424 0.467 0.547
p-value 0.002 0.001 0.045 0.084 0.150 0.082
Residual standard error 0.561 0.520 0.728 0.839 0.856 0.789
Beta coefficients:
Precipitation -0.317 -0.298
T max = = = = = =
T min 0.683 0.678 0.371 .1, 0.701 0.716
Julian day - -0.310 -0.326 - -0.377 -0.457
Time (year) - - -0.705 -0.845 -0.719
Temporal trend (change
in NDVI):
per year - -0.00433 -0.00326
0.00216
period  1989- -4.03% -7.91% -6.02%

2007

Table 5. Regression analysis of NDVI values for dftain
relation to climatic conditions.

Pine Deciduous Scrubland Pastures  Erosion Erosion
forest forest risk (badlands)
R 0.599 0.591 0.663 0.640 0.681 0.663
p-value 0.028 0.031 0.004 0.005 0.003 0.004
Residual standard error 0.739 0.747 0.649 0.671 0.632 0.649
Beta coefficients:
Precipitation -0.325 -0.421 - - - -
T max -1.59 -1.45 -1.66 -1.62 -1.23 -1.50
T min 131 1.34 121 1.09 0.806 1.42
Julian day - - - - - -
Time (year) -0.481 -0.507 -0.688 -0.646 -1.000 -0.789
Temporal trend (change
in NDVI):
per year = -0.00247 -0.00241 = = -0.00210
0.00197 0.00244 0.00363
period 1984- -4.43% -5.53% -5.40% -5.46% -8.02% -4.72%

2006

Table 6. Regression analysis of NDVI values for éstgin
relation to climatic conditions.

However, there were differences between March amguét, as
well as between land cover classes. In March therame
minimum temperature was the most important exptagat
factor, as evidenced by the fact that this parametel the

10

maximum temperature was not a significant explawyafactor
for any land use class, and cumulative precipitativas
significant in only a few cases (pine forest anduktand).
Counter-intuitively, cumulative precipitation had regative
effect on the NDVI (i.e., greater precipitationuked in lower
NDVI), as shown by the negative signs of the beifficients.
The time of acquisition of the image (variable =ay§ was
significant in March for all land cover classes epicfor pine
forest and pasture, suggesting the relevance gitiraological
state of vegetation at this time of the year. Ingést the
average minimum temperature was also significansifpe)
for all land cover classes, but the most imporexylanatory
factor was the average maximum temperature. Tlowet the
highest absolute beta coefficient and a negatifecein all
cases, meaning that a warm summer resulted in NG|
values. Cumulative precipitation was significantyofor the
pine and deciduous forests, where it also had ativegeffect
on the NDVI. The time of acquisition of the imagadhno
significant effect for any land cover class.

Having thus explained the climatic and phenologeafécts on
NDVI, we proceeded to identify temporal trends irDW
values for some land cover classes (Tables 3 anbebative
time trends were found only in March, for pastureadlands
and erosion risk areas, representing a decreas$e iNDVI of
4-8% in the period 1989-2007. Negative time tremdse found
in August for all land cover classes, and showsirélar range
in the period 1984-2006. The magnitudes of the teg#&rends
were similar for all land cover classes with oneception.
Erosion risk areas showed the highest values (dr@%) in
both March and August.

The results of regression analysis enabled int&fioa of the
observed temporal patterns in the NDVI (Fig. 2)e Epparent
upward trend in the NDVI in well-vegetated areadliarch can
be explained by a similar trend in the average mmimn
temperature. A downward trend in the NDVI in erosigsk
areas was also evident, but was not clearly relatedhe
temporal evolution of any climatic variable.

These results are in agreement with the evolutioserved in
the western Spanish Pyrenees. Vicente-Serrano. €R@04)
found a general positive trend in the NDVI for feieand well-
developed vegetated areas, which was related tncagase in
annual mean temperature, and to patterns of laaddaimment
and natural revegetation processes. In the prasetdy we also
found a positive trend in the NDVI for vegetatecas, and
showed that the maximum and minimum temperature¢ber
months before the Landsat images were taken exeated
opposite influence on the NDVI, and that this effgaried
during the year.

The finding that cumulative precipitation had a atbge effect
on the NDVI was puzzling; a positive effect was esged. This
anomaly can be explained by the facts that i) watailability
is not a limiting factor for vegetation growth ihet study area,
which receives an average of around 900 mm Year
predominantly in winter and spring; and, ii) the amt of
precipitation is well-correlated with cloud cover the region,
with rainy periods resulting in reduced incominglaso
radiation, which rises on clear days. It is wellokm that
precipitation level ceases to be a limiting fadir vegetation
growth in humid regions, where competition for spaad solar
radiation is more important. Several studies haveuthented
saturation of the NDVI in relation to precipitatioan humid
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areas (Santos and Negrin, 1997). In such regiangyically
nonlinear relationship between precipitation andjetation
activity could explain the absence of a significgsitive
effect, but not the presence of a negative eftecfound in our
study. However, the second explanation (cloud doeeuld
assist in an explanation of our data. Unfortunateigither
cloud cover nor terrestrial incoming radiation timeries was
available, so this hypothesis could not be tested.

In studies of smaller areas, similar NDVI trendsvagetation
evolution have been observed, but human impact Hesn
included among the explanations. The presence mfs@ual
temporal trend in NDVI values following removal ofimatic
influences is usually considered to constitute ewad that
other factors, such as human land use practicesaféecting
vegetation activity. In the present study we fowsighificant
downward trends in all land cover classes in Aug@sten the
low intensity of land use in the region, attributiof these
trends to human causes is difficult. Additionajppsitive NDVI
trends were found in March, which can be explaibgdthe
positive evolution of minimum temperatures. Thus, early
start to the growth period, plus increased vegmtatctivity
during spring and early summer, could cause gresitess on
vegetation in August. Following exclusion of clintaeffects,
downward trends in the NDVI were found in March andjust
for pastures and badland areas, particularly irsieno risk
regions. This could be a sign of degradation inhsaceas
because a decrease in the (already low) vegetatitvity in
the study area has been correlated with soil emogiocesses
(Alatorre and Begueria, 2009). In erosion risk ariwe relative
effect of the temporal trend was greater than ffeceof any
climatic variable, and consequently this land cdype was the
only class exhibiting an overall downward trenctlie NDVI.
As this land cover class includes very sensitiveasaithat are at
risk of loss of all vegetation cover, thus becontiagllands, we
focused further on factors that have contributed tids
degradation.

4.3 Spatial distribution of positive and negative NDVI
trendsin erosion risk areas

The downward trend in NDVI for erosion risk areasMarch
and August could not be explained by climatic festcand
suggested the involvement of degradation proceisehsding
active erosion or lateral expansion of existing lhads. This
possibility motivated a detailed assessment of spatial
distribution of NDVI trends in erosion risk areas.

Following removal of climatic influences, the spdti
distribution of positive and negative trends in tN®VI of
erosion risk areas was similar in March and Augimsticating
that the process is quite consistent and not maitsijputable to
seasonal effects (Fig. 7). Negative NDVI trendsdpreinated
in both images, indicating the occurrence of deatiad
processes in these areas. However, there wereneegiavhich
positive trends dominated, especially in the Marohge. The
proportion of statistically significant trends ieased in August,
because of an increase in stress conditions, vwiretlominated
in this month.

Mapping of trend values on a pixel-by-pixel basisaldled
assessment of the importance of particular topducap
conditions on the presence of degradation or ragove
processes. In March a positive but not statisticsiljnificant o
= 0.283) relationship was found between the ND¥htt and
elevation (Fig. 8). This may be related to the tmeaof the
badland areas; these predominate in the bottorheoEbcene
depression, in contrast to forested areas, whieh raainly
found on slopes. A negative but not significapt5 0.364)

11

correlation was found between the NDVI trend anel stope
gradient, suggesting an association of steepeeslafth more
negative trends. This association could be relaigtie known
positive influence of slope gradient on the acyivif erosion
processes. Similar results were obtained with thgust images
(Fig. 4), although the relationships with elevatiand slope
gradient were weakep € 0.447 ang = 0.416, respectively).

March

Categ
wm Degradation (negative NDVI trend)
Recovery (positive NDVI trend)

August

Categories:
mm Degradation (negative NDVI t
= Recovery (positive NDVI tren

rend)
d)

significant
(p<0.10)

Figure 7. Spatial distribution of the NDVI trends March and
August in erosion risk areas after climatic forcings
accounted for: sign of temporal trend (above) aguificance
(below).

March

Elevation Slope Radiation

NDVI trend

003 -002-001 000 001 002 003 004

-0.03-002-001 D00 001 002 0.03 0.04

003 002 -001 000 001 0.02 005 004

1000 1200 1400 1600 1800 2000 2200

(MJ m” day”)

00 01 02 03 04 05 086

(mm)

600 800 1000 1200 1400 1600 1800
(meters)

August

Elevation Slope Radiation

NDVI trend

003 -002 001 000 001 002
003 -002 -001 000 001 002
003 -002 -001 000 001 002

1000 1200 1400 1600 1800 2000 2200

(MJ m” day™)

600 800 1000 1200 1400 1600 1800 00 01 02 03 04 05 08

(meters) (mm’)

Figure 8. Correlation between the NDVI trends faarkh and
August in the erosion risk areas and topographi@bbes (after

climatic forcing was accounted for). Results arevai for a
random sample containing 10% of the original pix&lse black

dots indicate pixels with statistically significam¢nds.

With respect to the potential solar radiation, sgier positive
correlations with NDVI trends were found in botte tMarch p
= 0.133) and Augusip(= 0.0345) image series, suggesting that
degradation processes were preferentially occurongshady
(north-facing) slopes. This is consistent with poeg research
on the topographical signature of badlands in tipang&h
Pyrenees, which has revealed that such regions roccu
predominantly on shady slopes (Alatorre and Begu&®09),
and are associated with mechanical weathering psese
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related to frost and thawing cycles, which arersiey on north-
facing slopes (Nadal-Romero et al., 2007). Our I[tesshow
that the topographic influences on recovery praeesare
opposite in well-vegetated areas compared to
undergoing erosion processes.

5. CONCLUSIONS

We analyzed the temporal evolution of vegetatiotivilg on
vegetated and degraded surfaces in a small artfee afentral
Spanish Pyrenees over the period 1984-2007. Two Saéps
of the normalized difference vegetation index (NDWere

Photogrammetric Engineering and Remote Sensing, 62(8), pp.
931-938.

regionLasanta, T., Vicente-Serrano, S., 2007. Cambiok eubierta

vegetal en el Pirieno Aragonés en los ultimos Sis&firineos,
162, pp. 125-154.

Martinez-Villalta, J., Lépez, B.C., Adell, N., Batla, L.,
Ninyerola, M., 2008. Twentieth century increaseSaobts pine
radial growth in NE Spain shows strong climate riattions.
Global change biology, 14(12), pp. 2868-2881.

Nadal-Romero, E., Regilés, D., Marti-Bono, C., Serisluela,

obtained from a series of homogenized Landsat TM anp,, 2007. Badlands dynamics in the Central Pyrerieagporal

Landsat ETM+ images for the months of March and ustg
This enabled analysis of the spatial and tempoyahthics of
vegetation activity in well-vegetated areas (fseahd dense
scrubland) and degraded areas affected by erosiocegses
(badlands and risk erosion areas). Temporal ND&tids were
identified for each land cover class using mulfister
regression analysis, which incorporated the timelwion of
climatic factors (precipitation, and minimum and xinaum
temperature). Seasonal differences were expectdtispatial
pattern of vegetation activity and vegetation reggv
processes, as a consequence of the climatic sdiagaiahe
region and the large differences in water avaiigbtbetween
spring and summer (vegetation in the latter se&soammonly
affected by a high level of water stress). The ltsesnbtained
could have been affected by the heterogeneity raf lzse and
the nature of land covers selected, because thimtaimous
area is complex and exhibits great spatial diversit
Nevertheless, at the Landsat image spatial resolu @0 m),
both land cover and land use were well-represeintdte maps.
Assignment to class based on the most representeditegory,
by surface area, in a 30 m pixel size could intoedsome
errors, but it was necessary to guarantee an effespatial
comparison between the NDVI
information. Moreover, the results were spatiallynsistent,
and clear NDVI patterns that coincided with the tigpa
distribution of land use and land cover were eviddn
summary, this study demonstrated that, in a reptatee
mountainous area of the central Spanish Pyrenbese thas
been a significant increase in vegetation actiintyhe last 24
years, which is largely explained by an increase the
minimum temperature. Conifers and deciduous foleste
shown the greatest increase in vegetation activityereas the
increase in activity of grasslands and scrublands heen
moderate. Moreover, in active erosion and erosisk areas,
extreme environmental conditions, which acceleratesion
processes, have restricted vegetation recoveryepses over
this time period.
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