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ABSTRACT:

This research presents an alternative method tapotation land Surface Temperature (ST) througificaal neural network, using
positional variables (UTM coordinates and altitydejnperature and air relative humidity. The stuoelyion was the Rio dos Sinos
Hydrographic Basin (BHRS), in Rio Grande do Sul stBt@zil. For training the neural network was usedhermal image from
NOAA satellite, with pixel size of 1X1 km, with kmm ST information referring to 12/06/2003. Afteaitting many network sets
were done and one of them with the best performamcecomposed by a single intermediate layer (Witreurons and logistic
sigmoid activation function) was selected. Thenirag network was tested inside the BHRS where welleated 60 points of ST
values supported by a portable laser sensor on3da8#2008. The average error provided by this hémeST measurement was
2.2°C and through executed statistical tests wasiliego verify that not exist variation betweeregge ST values accepted as true
and the values provided by the neural model wikgaificance level of 5%.

1. INTRODUCTION

Artificial Neural Networks (ANN) are organized and
interconnected collections of processing units oes or
nodes), whose operation is analogue to a neurattste of
intelligence organisms (Miiller and Fill, 2003). ANdXtract its
computational power from its solid parallel distrilon
structure and ability to learn/generalize, allowthg resolution
of complex propositions in many knowledge areasyiita
2001).

ANN execution is inspired on human brain (Haykifp2) and
has been used in many applications with succesagieement
with Galvdo et al. (1999), by the reason of its limmar
structure the ANN can
characteristics, which are not always possible gisiaditional
statistical techniques.

According to Miller and Fill (2003), conventionalethods
don’t have the necessity to know the problem istdrtheory
and also don't need to analyze relations that arestally
known between involved variables in modeling, soNsNhave
a greater advantage over them.

Surface Temperature (ST) is established by a fgmwlo
parameter that is significantly influenced by climaariations
and is an indicator of plants hydrous state. Theeefits
estimation has a large utility to surveys that needssure the
observation of hydrous culture demand, contributing a
significative way the irrigation programs (Silva)@7).

Currently a mostly used method to ST estimatiomisugh the
use of thermal satellite images. Rivas (2004) renends the
use of NOAAAVHRR (National Oceanic Atmospheric
Administration/Advanced Very High Resolution Radioargt
images adapted to split windows equation to es&m@ai
values. Such modeling connects emissivity variabiesl
atmospherical data. Is a complex method becausenteit
processes not simple statistical models, it hasnmessity to
work with digital images in the emissivity determiion
process.

So is much important to have methods of ST estanatn a
more convenient way as, for example, the combinat
temperature, air relative humidity and geographickta
position (Veronez et al., 2006).
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Some authors realized researches using ANNs wiHitality
of ST estimation based on climate elements (Yara).et997;
Atluri et al., 1999; George, 2001; Veronez et 2006; Mao &
Shi, 2008), where all of them have found satisfactesults.
Yang (1997) describe the importance to develope calein
capable to assist agricultural processes, onceSthastimation
in distinct depths is complex due its large numiieinvolved
variables. The author have used as ANN input thieviing
variables: daily precipitation, evapotranspiratiair, maximun
and minimun temperature and days of year, beerthate
information easy to obtain on meteorological statio

Atluri (1999) has modeled through ANNs the humidityd soil
ST with the Levemberg-Marquardt algorithm and afteainy

acquire more complex dataests he obtained an accuracy estimation of 98.7b these

variables. The same author describes the importanestablish
an efficient system to extrapolate such informationce that
these variables are required by distinct geosci&aceas.
George (2003) describes the importance of usage SANN
estimate soil surface temperature using easy acdats.
Thinking on it Veronez et al. (2006) proposed tiéNAusage to
model such variable using only positional inforraat{East and
North UTM coordinates), altitude and air averagegerature.
The network was established through a superviseithiriyg,
where ST information was extracted from NOAA séel|
images.

The results found by Veronez et al. (2006) show ispossible
to extrapolate ST values on distinct periods fro@A image
processing date using as ANN input a variable thahges with
the time. For the specific case of this researehused variable
was air average temperature. The ST processingoased on
NOAA satellite image with a surface coverage fratth262003.
ST values were extrapolated on 10/8/2005 and theemo
validation was accomplished in a municipality urbarea
located on Rio dos Sinos Hydrographic Basin (BHRS). The
authors collected ST information with a laser themmeter and
compared them with values provided by ANN, having a
average error less than 2.3°C.

Although some researches aim to simplify the irgata on ST
estimation process, is understood that exist anathtons to
be learned using climate data associated with thlenmages.
So the purpose of this research was propose an &iNiig to
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extrapolate values of ST during a period of timkirng as
modeling variables only altitude, position and average
temperature. For ANN supervised training was used
information from processing NOAA thermal image with
surface coverage from 6/12/2003. The research waslaped
on BHRS and its validation was executed inside the da Rio
dos Sinos University campus where was collected
information with a laser thermometer on 3/18/2008.

2. MATERIALS AND METHODS
2.1 Study area

This research was based on Rio dos Sinos Hydrogrd&gdsin
located on Rio Grande do Sul state as ilustrateBigumre 1. In
this same figure the Vale do Rio dos Sinos Univwersgmpus
located in Sdo Leopoldo city is emphasized becaaseple
points for model validation process were taken fraims
location.
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Figure 1. Study area location
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2.2 ST obtainment for neural network training

As first stage the NOAA/AVHRR image with a surface
coverage from 6/12/2003 and pixel size of 1X1 kmswa
radiometrically and geometrically corrected. Thelioanetric
correction was obtained through radiancebased
procedure developed by NOAA (Kidwell, 1998). So thgital
number values (DN) were converted in radiance diet in
reflectance for channels 1 (0.58-0.68 Im) and Z225-1.10 Im)
and in brightness temperatures for thermal chan#e{$0.3-
11.3Im) and 5 (11.5-12.5 Im).
The equation that transformed the digital numbgistered by
sensor in radiance — for a given channel j centdrech
determinate number of wave v — is given by equation

B 1)

S, [DN +1

i = 20w i

where: Bj(v) correspond to radiance (mW/sr m2 cm-1)
Sj(v) correspond to angular coefficient from
calibration equation for channel j (mW/m2 sr cm-1);

. DN correspond to digital number from image;

. li(v) correspond to linear coefficient from
calibration equation for channel j (mMW/m2 sr cm-1).
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The coefficients from calibration equation haveomfiation
relative to sensor answer function in a determiratannel.

S More details about these coefficients can be faumdser guide

on polar orbit data from NOAA (Kidwell, 1998).
Due the linearity deficiency from AVHRR sensor answer
became necessary to execute radiance correctidagety by

SBquation 2, in the following way:

— 2
Biweor =A,.B,, +B;.B, +D, (@
where: Bj¢)corr correspond to corrected radiance
(mW/sr m2 cm-1);
. Aj, Bj and Dj correspond to correction

coefficients for a determinate channel j, due theedrity
deficiency from AVHRR sensor.

The coefficients Aj, Bj and Dj, in the case of NOAA-
satellite, assume values equal to 0.92378; 0.0a0382 3.72,
respectively, for channel 4 from AVHRR.

For channel 5 these values are equal to 0.9610800742 and
2.00, respectively. The radiance conversion frorightness
temperature to a given temperature strip (265 @K32s given
by equation 3:

J i

1,438833[v,
1+1,1910659x10° [v/; °
B

®

T, =
In(

j( v)corr

where: Tbj correspond to brightness temperature on
channel j;

. Vj correspond to wave number on channel j;

. Bj(v)corr correspond to corrected radiance

according to equation 2.

The channels 4 and 5 were used to calculate thfacsur
temperature applying the split-window algorithm eggehed by
Czajkowski et al. (1998). Many split-window algorite were
developed to estimate surface temperature by autthat use
information from AVHRR sensor (Dash et al., 2002): ARR
on NOAA-7 (Preco, 1984), AVHRR on NOAA-9 (Becker and
Li, 1990), AVHRR on NOAA-11 (Sobrino et al., 1991)ce
The filter functions for channels 4 and 5 from AVHRghtly
differ from each sensor of NOAA satellite serieseeb
necessary different coefficients to the split-windmodel. This
fact can conduct to a considerable error of surfecgerature
estimation with approximately 2.3 K (Czajkowski &f 4998).
An incorrect calibration can generate an error & B on
surface temperature determination (Cooper and Adra89)
and the variation on surface emissivity (approxehai.2%)
can provide and error of 1 K (Ottle and Vidal-Madj4992).
Using the algorithm proposed by Czajkowski et a@98) with
coefficients from split-window model for NOAA-14/ARR
satellite, the ST was determined in the followinayw
T, =554+T, + 208((T, - T,) (4)
where: ST correspond to surface temperature;
. T4 and T5 correspond to brightness temperature
of channels 4 and 5 from AVHRR, both in degrees Kelvi

Following the NOAA/AVHRR satellite image was
georeferenced on UTM projection system (Universah$verse
Mercator) using 15 control points on terrain anctified with
an average quadratic error of approximately 1 pixghe
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processing image from study area wasn't pollutedcloyds.
Figure 2 illustrates the processing image with 8Mes.
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Figure 2. NOAA image processed with ST informatiam
6/12/2003 on Rio dos Sinos Hydrographic Basin

With the processing and georeferencing image wasiple to
put over it a digital elevation model obtained frgsolines at
vertical equidistant of 20m and georeferenced omeBovertical
datum. Next, for each pixel centroid was obtairresifollowing
information: east and north UTM coordinates, attéuand ST.

2.3 Proposed neural network structure

The ANN was structured on multilayer perceptron @JL
whose algorithm principle is based on errorcoreectearning.
When a pattern is presented to the network foffiteetime, it

produces a random output. The difference betweisnatlitput
and the intended compose the error, that is catmlilay the self
algorithm. The backpropagation algorithm makes thize

weights from output layer been the first to be atjd and after
the weights from residual layers, correcting theamf back to
front, with the objective of reduce the error. Tipicess is
repeated during the learning until the error becameeptable
(Silva et al., 2004).

The neurons utilized in the ANN were set basedhenrmodel
proposed by Haykin (2001), as show the Figure 3.the

synaptic weights (Wkj) the k index refer to the meu in

guestion while the j index report to the synapsgguinsignal
which weight has relation. The function of the weigs

multiply the synapse input signal connected to tieiron.

ANNSs can also present additional weights, calle@sh that

have the role in preventing error generation whemput data
are null, because so the matrix of weights don’ffesu
modifications in the training. Activation functias a function
of internal order, been a decision made by selforeover what
do with the resultant value from the sum of ponderguts.

Transference function is a function of output agi¢othreshold.
It controls the activation intensity to obtain theanted

performance from network.
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Figure 3. Artificial neuron structure utilized &NN. Adapted
from Haykin (2001)

Mathematically, Figure 3 can be expressed in eqosth, 6 and

7.
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n

u, = Z (Wk,j B(j) ®)
j=1
U, =u,+b, (6)
Y = ¢(Uk ) )
where: uk is the output from linear combinator (tdd
junction);
. wk,j are the synaptic weights;
. Xj are the input variables;
. is the activation potential;
. b it the bias;
. yk is the output signal of k neuron;
. is the activation function.

For the network was used a supervised trainingutitrothe
Levemberg-Maquardt algorithm, which used the Newton
method that applies the minimum approximation faroe
function (Haykin, 2001). In this case, ANN was tid through
pairs of input and output presentations, in oteysls, for each
input provided for network exist an expected outhat is also
provided for the training. The network produces @utput
answer where it self is compared with the expeotggut (that
was provided). The difference between network ansael
expected answer (known), generate a residue (erfidrs
obtained error is used to calculate the necessdjysta for
synaptic weights from network, that will be corezttuntil the
network answer coincide with expected output. Sischhe
minimization error process (Haykin, 2001).

Continue talking about this learning type (Hayki®02), the
necessary calculations to minimize the error angoiant and
related to utilized algorithm, like on backpropagat for
example, where the consider parameters as intenactiumber
by input pattern are used to get the minimum ewvaue on
training (network capability to escape from locahimums).
Equation 8 shows the error function (MSE — Mean bed
Error) that will be minimized on training step:

Z(dj—yj)z

MSE=1Z2 ®)
n
where:s dj is the expected output value from ANN;
. yj is the obtained output value;

With the objective to select an ANN that could dypp better
performance, were realized many tests, modifyireg itbmber
of intermediate layers, the number of neurons agerl and the
activation function, enable the selection of thetl&NN for ST
estimation.

The ANN variables from input and output layers were
normalized inside the interval [0-1].

2.4 Results analysis

ANN was trained by information extracted from presiag
NOAA thermal satellite image with a surface coverdgpm
6/12/20083. Its pixel size of 1X1 Km provided a qtigrof 3737
points for the training process. The existing medkmical
stations on BHRS enabled the temperature and aveodges
relative humidity obtainment from satellite imageripd.

To test the proposed model were collected in fi€dl
information with a laser thermometer on 3/18/2008th the
assistance of a GPS receiver model Trimble Pocketew
obtained the UTM coordinates (SIRGAS) for ST sangulists.
Temperature and averages of air relative humidigyewtaken
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from a meteorological station located inside th& teea. The Being:
test was made inside Vale do Rio dos Sinos (UNISINOS

campus situated on S8o Leopoldo/RS city. The sapgpilets g2 s?
for test were located on places with vegetatiomcoete and vEﬂ;lx - ,Lly): v(p, )+ V(,Lly): e (16)
asphalt paving. n, n,

Each collected point had the necessary informatonbe  where: V correspond to the average variance.
inserted in the trained neural model (UTM coordisatltitude,

temperature and averages of air relative humidite model ) 2 2 2

supplied for each point a ST value that was conpmi¢h the ~ ACCepPtingS, =S, =S there are:

value obtained in field by laser thermometer.

The statistical analysis used on research resuéiseptation 2
were based on a comparison between ST values nibdele V[ﬂ/_l _ )_ > +5_ i +i 17
through ANN and ST values considered true by obiaint by a X /Jy - n n n n an
laser thermometer. Were used the statistical testutest and X y X y
coefficient of determination (R?) analysis with laxeegression.

Being x the size of certain elements attribute fram A t=
population (ST modeled by ANN);

Being y the size of the same elements attribute feorB
population (ST obtained by laser thermometer);

Being x and y ordinarily distributed with unknownrieaces;
Being the hypothesigix = py which px = average of x andy

= average of y.

For testing the hypothesis of averages equalitynftbe two
populations was utilized the t test, but for thaiswecessary to
initially test if the two populations presented ahuariances In case of different variances there are:
using the F test from Fischer:

(18)

In degrees of freedonm)( = (nx +n, - 2) (19)

- SQb, (09)
SQD,

2 _ SQD, (10)

© (n-1)

. _ SQD, (11) The degree of freedom is calculated with the foifgy

S S
y - eqguation:
(ny lj a

S (12)
S

(20)

F

S

X

calculated

=< N
R
+
2

where: SQDx and SQDy correspond, respectively, h® t n= (21)
sums of square deviations from x and y; 2\2 52
and correspond, respectively, to sample variances Sy A
from x and y; n n
nx and ny correspond, respectively, to the nunaber X +
variables from x and y. n -1 n -1

The tested hypothesis (HO) was that the populatiariance
from x is equal to the population variance fronifyProb > F is
less than 5% then HO is accepted. If Prob > Fggédai than 5% 3. RESULTS AND DISCUSSIONS
then HO is refused. If the population variancesenstatistically

- . . The ANN that presented the best performance wasoset
equals, then a common variance is calculated ():

with an input layer (5 variables), an intermeditztger (with 4

neurons) and an output layer (with one neuron)stasv on
§? = _(SQDX +SQD, ) (13)  Figure 4. The fact that the selected network, vilie best
© |, -1+ (n, -2)] performance, has only one intermediate layer, isctord with
the results found by Kumar et al. (2002) and Zareittal.

KSZ [{n —1))+(sz Eﬂn _1))J (2008), because these authors have modeled the
g2 = Iox 4 x y VY (14) evapotranspiration and concluded that an ANN witlly @ne
‘ [(nx—1)+(ny—1)J intermediate layer was sufficient to represent alinear

relation between the climatic elements and the nheode

Afterward was tested the HO for population averageality — Variable.
using the t random variable, defined by:

t= Hy —Hy (15)
VLM — H,

615
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Input layer A Beyond the regression analysis was implemented ta ofes
) Bias layer hypothesis to verify if the proposed model is statally equal
UTM (E) —>» i
a to the one taken as real.
For a significance level of 5%, through the t-stideest was
UTM(N) —» A evaluated the equality from the two averages (MW2).The
4 Output tested hypothesis was HO: M1 = M2 e H1: MIM2. In this
Altitude » neuron case, if Prob > t was less than 0.05 the hypothesidd be
3 > »ST rejected and then M1 would be different from M2.blEal
Airaverage | shows the results from accomplished statistical tes
temperature 4
(4
Airaverage Table 1. Statistic indexes between ST values oétbby ANN
humidity and taken as real (M1= real values and M2= simdlazéues)
M N Average Standard Variance 4 Degree of  Prob =(7)
: . deviation freedom
Figure 4. Neural network structure used on ST rtiogle T PR ces Vnequl 11276 1180 3608
2 60 39.18 8.66 Equal -1.1276 118.0 0.2618

The activation function utilized was the logistigraoid and the
number of training cycles was 600.

On Figure 5 is presented the modeled ST valuesitnuamx of
54 °C, minimum of 19.1 °C and average of 39.18 °C)thad

For Hy: variances are equals, F'=1.00
Prob = F=0.9898

Level of significance = 5%

Hy M;=M; H;:M=£M,

known ones (maximum of 54 °C, minimum of 25 °C andAnalyzing Table 1 and comparing the values of reat

average of 37.39 °C) where is possible to verifyirailar

behavior between the two curves. In terms of djzancy
between the modules of ST values the model afforded
average value of 2.2 °C with a standard deviationrad 1.4 °C.
If we analyze the obtainment of ST values throughcessing
thermal images associated with the Split Windowoaigm,

which its average error is 1.5 °C (Coll and Casell697), and
if we compare with the results found on this resears

possible to ascertain that the method can be &ieeff way to
obtain the ST. A great advantage of this methatsisapability
to generate ST values based only on climatic arsitipoal

variables that have easy access.

ST modeled by ANN X Known ST

38 —— ST modeled by

ST (°C)
w
=

ANN
Known ST

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57
Sample Points

Figure 5. Graph of comparison between ST modejetiNIN
and Known ST.

On regression analysis (Figure 6) was verified eonst
correlation between modeled and known ST values-(®948)
given efficiency evidences of ST extrapolation @ on
proposed ANN.

54 s €
50 ’I/' y = 0.972x + 2.8321
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Figure 6. Linear regression between ST values teddwsy
ANN and Known
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modeled temperature with application of t testifatependent
samples was found that the averages are statigtieglals.
Therefore the modeling by ANN was capable to caleulST
values that driven to an average value equal tontkan of
values measured in field with a level of significarof 5%.

4. CONCLUSIONS

This research proposed a method to extrapolateaiies for
the Rio dos Sinos Hydrographic Basin/RS, based on NN A
that was trained in a supervised way through a NQ#&mal
satellite image from 6/12/2003, using on it theitspindow
algorithm. The involved variables were positiondTM
coordinates and altitude) and climatic informat{temperature
and air relative humidity). The model was testetbdigh an
experiment realized on 3/18/2008 inside the ValeRio dos
Sinos University campus. Seeing the average e?r@r°C) and
the maximum error (5.9 °C), the conclusion that ANN is
suitable for simulation will depend on the applicatof itself.
If the associated errors for each observation tlidere relevant
for practice finalities, then could be concludedttmetwork
rightly simulates the temperature values.

New experiments have been realized in directionbefter
evaluations for ANN efficiency on the process tded@inate
ST values based on variables of easy obtainment.
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