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Preface

These are the proceedings of the ISPRS Technical Commission VII Symposium that was held on July 5-7, 2010, at the
Vienna University of Technology, Austria. The proceedings consist of two parts: Part A collects all papers that were
accepted on the basis of peer-reviewed full manuscripts; Part B contains papers which have been selected based on a
review of the submitted abstracts.

The topic of the symposium was “100 Years ISPRS — Advancing Remote Sensing Science” to celebrate the foundation
of the International Society for Photogrammetry (ISP) on July 4, 1910, on the initiative by Prof. Eduard Dolezal. The
Society changed its name to the International Society for Photogrammetry and Remote Sensing (ISPRS) in 1980, reflecting
the increasing integration of the two disciplines. In our modern digital age, photogrammetry and remote sensing have
virtually grown together, having as their common scope the extraction of reliable information from non-contact imaging
and other sensor systems about the Earth and its environment through recording, measuring, analysing and representation.

Given the particular occasion the themes of the symposium extended beyond the traditional realms of Commission
VII (“Thematic Processing, Modelling and Analysis of Remotely Sensed Data”) by inviting contributions from the other
ISPRS Commissions as well. Contributions that provided a comprehensive overview of the major research areas in
remote sensing, highlighting past achievements and identifying challenges for the future, were particularly welcome. The
conference topics were

Multi-spectral and hyperspectral remote sensing
Microwave remote sensing

Lidar and laser scanning

Geometric modelling

Physical modelling and signatures
Change detection and process modelling
Land cover classification

Image processing and pattern recognition
Data fusion and data assimilation

Earth observation programmes

Remote sensing applications

Operational remote sensing applications

We would like to take this opportunity here to sincerely thank the reviewers of both the full-papers and the abstracts for
their valuable time and expertise! Each paper within Part A was reviewed by at least two reviewers and revised according
to their comments. Only 60% of the submitted full papers finally made it through this review process. Also each abstract
was reviewed by two peers, most of them by even three of more peers. Without question, the reviewer’s effort was not
in vain as it has helped to raise the quality of the papers and has allowed us to put together a high-quality technical
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SPECTRAL REFLECTANCE OF RICE CANOPY AND RED EDGE POSITION
(REP) ASINDICATOR OF HIGH-YIELDING VARIETY
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ABSTRACT:

Rice is the staple food in Iran. More than 80 percent of rice area is distributed in the two northern provinces of Mazandaran
and Gilan, so that investment in increasing the quantity and quality can impact an effective role in economic independence
and sustainable agriculture. Increased efficiency in rice production is possible through varietal technology, advancesin yield
enhancement, and the successful development of hybrid technology. Nondestructive methods such as study the spectral
reflectance of rice fields is a reliable way in remote sensing study. In this study we tested the possibility to predict high-
yielding rice varieties based on the spectral reflectance data in the red edge position (REP). Spectral reflectance of rice
canopies from 350 to 2500 nm were acquired under clear sky in rice filed. The obtained results indicate that REP of Hybrid,
Tarom, Neda and Khazar varieties are at longer wavelength, so they are predicted as more productive rice varieties.

1.  INTRODUCTION

Remotely sensed data provide considerable potential for
estimating agricultural area and yield forecasting at local,
regional, and globa scales (Kamthonkiat, et a., 2005;
Xiao et a., 2006; Serra et a., 2007, Khageddin &
Pourmanafi, 2007; Ansari Amoli & Alimohmmadi, 2007).
Estimation these information by remote sensing mainly
depended on the spectral characteristics of field crops.
Many studies using rice spectral reflectance data has been
done to estimate its product and health condition at red
edge region (Yang and Cheng, 2001; Xue, et a., 2004;
Shen et a., 2007;Wang et al., 2008).

Some parameters such as chlorophyll content, nitrogen,
LAI, biomass and relative water content were studied in
the first derivative reflectance curve in the red edge region
(Jago et a., 1999; Yoder and Pettigrew-Crosby, 1995;
Skidmore and Mutanga 2007). This position is the point
of maximum slope on the reflectance spectrum of
vegetation between red and near-infrared wavelengths.
Technically, the red edge is a spectral reflectance feature
characterized by darkness in the red portion of the visible
spectrum, due to absorption by chlorophyll, contrasting
strongly with high reflectance in the NIR, due to light
scattering from refraction along interfaces between leaf
cells and air spaces inside the leaf (Bonham-Carter, 1988;
Dawson and Curran, 1998, Tinetti et al., 2006). Field crop

reflectance actually was a kind of mixed reflectance,
influenced not only by rice canopy but also by sail.
Extraction REP which is based on derivative analysis
minimizes interpolation errors and soil background effects
and computationally, it is one of the simpler curve fitting
techniques (Shafri et al., 2006).

Hybrid varieties have the potential to raise the yield of
rice and thus overall rice productivity and profitability in
the north of Iran. So this has led the public and private
sectors to develop the use of hybrid rice technology in
recent years. Successful deployment of using hybrid rice
in  sustainable management, however, requires
information about the area and productivity of different
rice cultivars. Spectra field reflectance could use in
remote sensing data for accessing this information. The
increase reflectance in the near infrared range and caused
a shift in the position of the red edge toward longer
wavelengths depend upon the productivity element in
vegetation; have shown the most productivity of some
cultivar rather than the other ones. The objectives of this
study were to prepare the spectral fingerprint of most
important rice cultivars of northern of Iran and study the
red edge position related to high-yielding of different rice
varieties.

2. MATERIAL AND METHODS
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This research was conducted in the rice research institute
in Amol in the north of Iran. Spectra field measurements
of seven different cultivars were acquired on different
plots (Figure 1). A total of 76 spectrums from rice
cultivars named Hybrid, Tarom, Neda, Nemat, Shiroudi,
Khazar and Fajr (10-12 sample for each cultivars was
measured) were analyzed. Figure 2 shows the crown
canopy of each cultivar to be measured. A full range (350-
2500 nm) portable spectroradiometer (ASD FieldSpec Pro
FR) was used for spectral measurements. The field of
view of optical sensor was 25 which positioned 30-40cm
above the samples at nadir position. The measurements
were conducted under clear sky between 10:00 and 14:00
local time in 27 August 2007. The noise spectra in water

absorption feature wavelength was removed based on
standard deviation calculated of al reflectance values in
each wavelength. The first derivative spectral curves
calculated in Matlab software and the red edge position in
this spectral range extracted based on the specified
maximum slope.

R -
FSD, = —"";1 4

FSD: First Derivative at A wavelength
R: Reflectance

Figure 1: Spectral filed measurements of rice varieties

Khazar

Shiroudi

Hybrid Fajr

Nemat Neda
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Tarom

Figure 2: The canopy of seven rice variety to be measured

3.

After spectral measurements, the result of performed
processes on data was spectral curves at 2500-350 nm
wavelengths. All the curves were quality reviewed and the
noise spectra in water absorption feature were removed
based on the standard deviation of all reflectance valuesin
each wavelength. Figure 3 shows spectral characteristics
of studied rice cultivars after necessary prepossessing.
The first derivative Curve in the range of red edge
wavelengths calculated (Figure 4) and the highest value
obtained in this range as the maximum possible slope is
determined as the red edge position for each of the seven

RESULT AND DISCUSSION

cultivars (Fig. 6). Based on these results, the red edge
position of the hybrid cultivar was the highest wavelength
(724 nm) than the rest of rice cultivars. REP of Tarom,
Khazar, Neda was at 716 nm while for Nemat, Shiroudi
and Fajr were determined at 700, 694 and 694 nm,
respectively (Figure 5). The results showed that Hybrid
variety was the most likely variety than the others and has
the highest chlorophyll and nitrogen concentrations
inverse Shiroudi and Fajr variety based on spectral
characteristics.

1+

09 -

0.8 -

Reflectance [-]

—Fajr
— Hybrid
Khazar
—Neda
—Nemat
——Shiroudi
Tarom

950 1150 1350

Wavelength (nm)

1550 1750 1950 2150 2350

Figure 3: Spectral reflectance curves of seven rice variety of north of Iran

Red edge region are relatively insensitive to changes of
biophysical factors such as soil cover percentage, optical
properties, canopy structure, atmospheric  effects,
irradiance and solar zenith angle (Shafri et al., 2006;
Clevers, 1999 and 2000), therefore this region isareliable
range to investigate the biochemical variables form
canopy reflectance. The obtained Results from literatures
proved the Relationship between chlorophyll and red edge
position so that with increasing chlorophyll and nitrogen
concentration the REP moves towards the longer
wavelengths (Boochs et al, 1990 ¢Curran et al., 1990 ¢
Fillella and Penuelas 1994; Shafri et al., 2006). The

obtained results by Nemat Zade and Sattari (2003) also
Allah Gholipour (2007) show that Hybrid variety is a
high-yielding variety equal to 25-20% times than the other
variety in this study. REP of Hybrid rice that positioned at
longer wavelength could indicate more
chlorophyll/nitrogen concentration and leaf area index,
rather than the other varieties. Mutanga and Skidmore
(2007) studied the relationship between REP and nitrogen
content of grass vegetation. They indicated that nitrogen
content correlated well with wavelength at 713nm and
725 nm as determined REP.
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Figure 4: The first derivative spectral reflectance curves of seven rice varieties at red edge region (660-780 nm)
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Figure 5: Red edge position (REP) obtained for each rice variety

4. CONCLUTIONS

Compared to traditional methods for indicating high-
yielding rice variety and monitoring their filed area using
remote sensing is quicker, exact, and more comfortable,
especialy on alarge scale. Field spectroscopy can provide
reliable information for applications of airborne or
spaceborne remote sensing with data support and pertinent
correction reference on the basis of spectral anaysis,
shifting distance of red edge position.
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ABSTRACT:

In this paper we discuss influence of the rain rate on SAR interferograms. Calculations of the path delay for different rain rate intensities
was made by considering a physical model for the rain drops and applying the Rayleigh approximation. The calculations do not include
estimations of the delay due to the melting layer of precipitations and due to the precipitating cloud above the melting layer since they
could be neglected. On simulated examples of interferograms considering perfectly flat areas, we show that there is a strong increase
in a propagation delay associated with rain rate and that, the rain can induce a considerable propagation delay of several centimeters.

1 INTRODUCTION: INTERFEROMETRY AND
ATMOSPHERIC EFFECTS

ERS1 and ERS2 provide 2D measurements of the earth surface
with a high resolution of 4x20 m. The phase value of every
resolution cell is defined as a superposition of the term which
corresponds to the geometric distance, a term which corresponds
to propagation effects, 1prop, and the term which represents the
scattering within the resolution cell. By creating an interfero-
gram, effectively the phases corresponding to two measurements
are subtracted from each other and if objects within resolution
cells did not move and did not change from one acquisition to
the other, the differential phase is mainly defined by the propaga-
tion effects and the difference in observation geometries. Further-
more, if a reference elevation model is available one can remove
the topographic phase component. The remaining phase would
fully be determined by the propagation through the ionosphere,
Aviono, and atmosphere, Ataim (Zebker et al., 1994):
A1/Jp'r0p = Awiono + Awat'rn
= Awiono + (A7/)hydr + A¢wet + Awliquid) ’
M
Indeed, the atmospheric component in its turn depends on hydro-
static part, propagation through the dry atmosphere, wet delay,
propagation through water vapor and liquid part, caused by prop-
agation through volume filled with liquid droplets.

The hydrostatic and ionospheric parts are dominating the delay
signal, but they hardly vary over the interferogram and may easily
be removed from the rest of the signal. The wet part, caused
by propagation throw a volume filled with liquid particles, have
a stochastic spatial behavior and therefore it is more difficult to
compensate for them (Moissev et al., 2002).

In this paper we will discuss influence of rain on the atmospheric
phase delay. Calculations of the path delay for different rain rate
intensities was made by considering a physical model for the rain
drops and applying the Rayleight approximation. Then in order
to illustrate our study, some interferograms were generated and
discussed.

2 SIMULATED SIGNAL DELAY INDUCED BY THE
RAIN DROPS

2.1 The physical model

For radar applications there is a great agreement that raindrops
can be well approximated by oblate spheroids (Nelson and Gokhale,
1972) characterized by their axis ratio e. In the literature, a great
number of theoretically derived relations between the axis ratio
and the equivolume sphere diameter D were derived (Imai, 1950)
(Spilhaus, 1948). Most of these relations are describing the equi-
librium shape (shape of the rain drop in absence of perturbation).
However, the derived axis ratio from a linear fit to the wind-tunnel
data of Pruppacher and Beard (Pruppacher and Beard, 1970) rep-
resents a very useful one:

e=1.03—0.062 x D. 2)

The Drop Size Distribution (DSD) represents the number of par-
ticles that have the same equivalent diameter and noted N (D)
located in a volume of 1m?. Based on extensive measurements,
Marshall and Palmer proposed a single-parameter negative expo-
nential relation in (Marshall and Palmer, 1948):

N(D) = 8000 x exp(— A D), 3)

where the spherical equivalent diameter D is in mm and A is the
parameter of the exponential distribution function which can be
related to the rain rate throw the following equation:

A =4.1/R%*", @)

where R is given in mm/hr.

An other important physical parameter for the rain drops is their
complex dielectric constant since it is related to transmission, ab-
sorbtion and backscattering phenomenons. It depends principally
in the exiting wavelength (water activity) and the temperature.
Evaluated for a wavelength of 5.6 cm (which corresponds to the
ERS1/2 wavelength) and at 10°c the dielectrical constant can be
approximated by (Marshall and Palmer, 1948):

€~ 70+ 30¢ (5)
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2.2 Phase delay computing
1 gk *
10 o e
It was shown in (Oguchi, 1983) that for the case of coherent prop- et S
agation in rain the propagation phase delay, ¢ in mm/km, can be 10° | - o i
calculated as: g
2 g1 F
§=10""25 [ Re(f(D))N(D)dD, 6) z
10" b // 4
where k is the wave number (corresponding to a wavelength of 56 /‘% : —
mm for the case of ERS1/2) and f(D) is the forward scattering 10%; %“/ * ?:SZﬂ?Zﬁfﬁﬁiﬂﬂn
amplitude in mm and N (D) is in mm ™ 'm ™3,
L T e R A

In this case f (D) can be evaluated using Rayleigh approximation
(Bringi and Chandrasekar, 2001). The scattered amplitude for h-
polarized incidence wave can be then calculated as:

k?

3
ﬂD (e — 1A, @)

f(D) =

where e is the relative permittivity of water and A is given by:

1

A= T+ M(e—1)

®

where

A=152 and do =L - Han (), )
where
f=e?-1 (10)

As we can conclude the expression of Re(f(D)) is very com-
plicated and cannot be used directly for deriving an analytical
expression for the phase delay related to the rain. Thus more
suitable expressions are needed.

In order to overcome this problem, we have simulated the for-
ward scattering amplitude for D ranges between 1 and 8§ mm. we
have fixed the temperature at 10°¢ and the wavelength at 5.6 cm.
In these conditions, the value of € can be approximated by 70 +
30j. Then, for a given value of D, the corresponding axis ratio e is
computed using equation 2. Then, f (D) is computed using equa-
tions 3 and 5-11. From the resulting curve of the real part we can
derive a powerless relation between Re(f(D)) and D that have
the forme a.D”. Coefficients o and 3 are estimated by the non
linear regression algorithm. For our simulation oo = 3.7 x 10™*
and 5 = 3.02. Figure 1 shows the good agreement between the
Rayleigh approximation and the powerless one.

After replacing Re(f (D)) by its powerless expression and per-
forming some simple mathematical manipulations equation 6 be-
comes:

§ = 827" [pBexp(—D)dD

2w

; an

— 8>\2a/\_ﬁr(6)

27

where I'(+) is the gamma function.

Finally a simple expression relating the phase delay to the rain
rate can be derived using equation 4 as:

~ 8\%a4.17 RO

J 2

r'(B). 12)

The path delay for different rain intensities were calculated. It
should be noted that raindrop diameter is usually truncated at 8

D (mm)

Figure 1: Fitting Rayleigh approximation to a powerless one.

mm, since particles with a larger diameter are unstable. In Figure
2 the result of these calculations is given. It can be seen that
for high rain intensities the path delay can be as high as several
centimeters.

8 [mm/Km]

i
0 50 100 150 200
R [mm/h]

Figure 2: Path delay as a function of the rain rate.

3 SIMULATED INTERFEROGRAMS

Our simulation for this work consists in generating two interfero-
grams for a perfectly flat area. The first one was generated with-
out taking into consideration any rain effects and the second one
takes into a consideration a layer of rain that covers the imaged
area. Figure 3 and 4 show the considered computation geometry.

3.1 Computing geometry

In figure 3, B designates the baseline vector, 6 the incidence
angle, T the radar swath and r; and r2 are ranges between a
fixed point in the imaged area and the position of the radar for
the first and the second acquisition respectively. In the absence of
rain AYprop depends only in 71 and 72 (Abdelfattah and Nicolas,
2002):

Atbprop = 47%2 — ). (13)

Thus, rain free interferogram can be directly generated using r1
and r2. If we consider the configuration of figure 3 and after
performing some geometrical manipulations we can deduce that:

— /2 2 2
r=+/2?+y*+H (14)

ro=\/(w—B.) + (y— B,)” + (H + B.)?
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Htan(0) — T, H tan(0) + £
© € [H tan(6) = 5, Hian(6) + 5] (Bx By H'B2)
vel-3.3 B

Now, let consider the configuration with the presence of a rain
layer of figure 4. h designates the hight of the rain layer and 71,
and 7o, are ranges between a fixed point in the imaged area and
the intersection points of 71 and ro with the top of the rain layer
respectively. 71, and r2, corresponds exactly to the path crossed
by the radar signal throw the rain medium. Also, 71, and ro,
can be computed using some simple geometrical manipulations.
Here we avoided to give expressions of 71, and 2, for reasons
of clarity. Let Ry and Rs the rain rates corresponding to the first
and the second acquisition respectively. The phase difference due
to propagation throw the rain is then :

A'(;l}propf'r =T2r X 5(R2) — T X 6(R1) (15)

and the total phase difference, from which the rain contaminated
interferogram is computed, is:

Ay = Alppmp + A"/’p?'Op*T' (16)

It should be noted that these calculations do not include estima-
tions of the delay due to the melting layer of precipitations and
due to the precipitating cloud above the melting layer. However,
we expect that contribution of the melting layer is rather limited
since it occupies the limited height range (usually in the order of
few hundred meters). The precipitating cloud on the other hand
can have a rather large height range, but due to the fact that the
relative permittivity of ice is much smaller than the one of wa-
ter the contribution of the precipitating cloud to the signal delay
would be negligible.

3.2 Interferograms generation and discussion
In order to simulate interferograms we have fixed the configura-

tion parameters to be equal to the ERS 1/2 radar ones. Table 1
shows their values.

Parameter Simulation value
H 785 Km

0 23°

A 56 mm

T 10 Km

B [10 10 100]m
Pixel Resolution | 50x50m

h 10 Km

Table 1: simulation parameters

Note that the rain was considered to be uniform, with the same
rain rate, for the hole area. Figure 5 shows resulting phase de-
lay (in cm) for different rain rates. From these results, we can
conclude that there is a strong increase in a propagation delay as-
sociated with rain rate and that, the rain can induce a considerable
propagation delay of several centimeters. Also we can verify by
these results that the rain induced phase delay presents very small
variation between the nearest and the most far point in the imaged
area. Therefor, in these conditions, the rain induced phase delay
can be considered as constant all over the imaged zone. Thus
its effect on the interferogram will be a simple translation of the
fringes. This fact is clear in figure 6 which shows the rain-free
and some rain-contaminated interferograms. As expected, inter-
ferograms for the area, considered to be perfectly flat, consists
in a succession of parallel fringes. The amount of the fringes

\/

x

Figure 3: Geometry used for Insar computations for a flat area in
the absence of rain.

transition can be deduced by dividing the rain induced delay by
A/2. For example, light rain with Smm/hr induce a transition
of approximately half a fringe. We can easily verify this result
by comparing the rain-free and the rain-contaminated interfero-
grams.

4 CONCLUSION

In this paper we discussed the influence of the rain rate on SAR
interferograms. Calculations of the path delay for different rain
rate intensities was made by considering a physical model for the
rain drops and applying the Rayleight approximation. The calcu-
lations do not include estimations of the delay due to the melting
layer of precipitations and due to the precipitating cloud above the
melting layer since they could be neglected. Simulated examples
of interferograms considering perfectly flat areas were generated
and showed that there is a strong increase in a propagation delay
associated with rain rate and that, the rain can induce a consider-
able propagation delay of several centimeters causing translation
of interferogram’s fringes.
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Figure 5: Rain induced signal delay (in cm) for a rain rate of(a)5
mm/h (b) 50 mm/h (¢) 100 mm/h (d) 200 mm/h.

20 4 60 B0 100 120 140 180 18D 200

(a)

20 40 60 B0 100 120 140 180 180 200

(©)

20 40 60 80 10 120 140 160 180 200

(b)

20 40 60 80 10 120 140 160 180 200

(d)

Figure 6: Resulting interferograms (a) rain free (b) 5 mm/h (c) 50

mm/h (d) 100 mm/h.
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ABSTRACT

In order to increase the sustainability the ethamotluction process from sugarcane, it is necegsargduce actions that harm the
environment. One of these actions is the burningugarcane straw prior to harvest. In Brazil, agresenmental protocols between
the government and the sugar-ethanol sector hare digned. The agro-environmental protocol in theesof Sdo Paulo requires the
total termination of burning by 2017. To meet thgeatives of the protocol, remote sensing sateiitages are used to monitor and
inspect the burning reduction each season. Usitedlisaimages, the Canasat project has mapped ahesting method (with or
without burning) in the state of Sado Paulo sin@2806/07 season. The objective of this study résent the methodology utilized
and to evaluate the evolution of the harvestinghoetbetween the 2006/07 and 2008/09 seasons. Theshdype was also
evaluated for each declivity class. Results dematesirthat the unburnt harvest increased from 50rB%he 2006/07 season to
65.8% in the 2008/09 season. In the three seasmtgzad, approximately 97% of the total area abldor harvest in the state is
located in areas with a favorable declivity forvresting without burning, i.e., mechanically. Thesteen region of the state had the
greatest expansion in sugarcane cultivated arealandhe largest increases in areas of unburrebar

1.INTRODUCTION

Brazil is the world’s largest producer of sugarc&a® (2009).
Industrial-scale production occurs primarily in states located
in the Northeast and South-Central regions of thentg. The
state of Sdo Paulo, in the South-Central regiorhéslargest
producer in the country and was responsible for 61 ®razil's
sugarcane production in the 2008/09 season (UNIOA9R

The country is attempting to achieve sustainablearedl
production and to obtain its socio-environmentattifieation
(Goldemberg, 2007; Goldemberg et al., 2008). Onethef
principle goals in this endeavor is to terminate burning of
sugarcane straw prior to harvest. Therefore, in720B8ao
Paulo’'s State Secretary for the Environment (SMAY a
representative in the sugar-energy sector signed afro-
environmental protocol for the sugar-ethanol sectorhis
protocol decrees, among other measures, endingutimeng of

In Brazil, since 2003, the National Institute fora8p Research
(Instituto Nacional de Pesquisas Espaciais INPE), the
Industry Sugarcane Association (UNICA), the Center fo
Advanced Studies on Applied Economics (CEPEA) oflthiz

de Queiroz Agricultural School (Esalg/USP) and @enter for
Sugarcane Technology (CTC) have maintained the Canasat
project (www.dsr.inpe.br/canasat/eng/). Using remsénsing
imagery and geoprocessing techniques, the Canasgcpr
monitors areas planted with sugarcane. Initiallgpping was
performed only in the state of Sdo Paulo (Ruddrfile 2005),
however since 2005, mapping has been extendedetottier
five states in the South-Central region of Brazil (Rdidand
Sugawara, 2007). These six states are responsibé2f7% of
Brazil's sugarcane production.

One of the project activities, in the state of F&ulo, is to
monitor the type of harvest (with or without bumirthe
sugarcane straw) performed since the 2006/07 cezzos.

sugarcane straw by 2014 in areas that are meclhignicalnformation provided by the project has been wiizoy both

harvested (declivity less than or equal to 12%) layp®017 in
areas that are harvested non-mechanically (decligieater
than 12%; http://homologa.ambiente.sp.gov.br/etarde
/english.asp). It is worth to mention that manuahvest of
sugarcane can only be performed by burning thevstra

The implementation of this protocol has contributéal
increasing the monitoring and inspection capacitthe sugar-
energy sector. Using remote sensing satellite
information can be obtained at multiple time-pointnd

therefore providing a monitoring system for the amegne
production process. Furthermore, this crop is galyegrown in

large areas and possesses a long phenological aydle long
harvest period, averaging 12 months and 8 mongspectively.
These characteristics facilitate crop identificatio the images
(Abdel-Rahman and Ahmed, 2008).

10

the government and private groups. Beginning witte t
2009/2010 crop season, maps depicting the typeunfekt are
generated monthly and sent to the SMA of Sdo P&tite.
The SMA inspects these maps to determine if thensburning
has been authorized.

The objective of this study is to present the metthagy of the
Canasat project, including the monitoring of thevkating

image method, and to analyze the evolution of the haraesas with

and without straw burning from the 2006/07 to tBé&09 crop
season. The maps generated by the project may asr@éasis
for greenhouse gas emission models (Lara et &5)2@arbon
storage in silos (Galdos et. al., 2009), publicltheatudies
(Ribeiro, 2008) and as an aid to public policy ia #ygricultural

sector (Moraes, 2007). These maps also allow etmagughe

area of harvestable sugarcane that was not hadveste to

weather or industry constrains which is essentifarmation for

accurate yield estimation.
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2.METHODS

Identification of the harvesting method, either ing or not
burning the sugarcane straw, is currently perforinetthe state
of Sdo Paulo, the largest producer of sugarcarigrazil. Sao
Paulo is located in Southeastern Brazil and hasrea af

In contrast with other agricultural crops, sugaecdmas a long
harvest season, lasting from April to December. Témote
sensing images allow to identify the harvestinghudt either
burning or not burning the sugarcane straw, bectusereas
where sugarcane is harvested after burning presgkttones in
response to soil exposure (Stoner and Baumgard@&l)l

248,209 ki Figure 1 shows the location of Sd0 Paulo Stateédreas harvested without burning present bright sobecause

and the area of sugarcane available for harved@8/09.

the ground is covered by dry leaves (Figure 2.Qufér et al.,
2009). In Figures 2.5 and 2.6, field photos of nélgeharvested
areas without straw burning and with straw burning,
respectively, can be seen. Both the accumulatictraw after
harvest and soil exposure from burnt straw may liseived in
these figures.

Over time, the correct identification of the hatvesethod
becomes less clear. Both weather and post-harvesulagral

practices such as the burning of straw in the fadtdr harvest
are the major factors that affect this identifioat{El-Hajj et al.,
2009). Figure 2.2 illustrates an area with plotsvested on
different dates. The difference in time and the ofdifferent
post-harvest agricultural practices create changete color
and characterization of these plots, (which aréedihtiated in
the image). However, all plots were harvested withmurning.

Figure 2.3a shows an image acquired in July of 20@ghich it

Figure 1. Location of the state of S8o Paulo within Brazil asjg pOSSible to observe an area harvested thou-t“tg] This

well as the area containing harvestable sugarcatiei2008/09
crop year.

The identification of the harvesting method wasfgrened by a
visual interpretation of TM (Thematic Mapper) sengoages
taken from the Landsat-5 satellite. In the caselaid cover on

same area, in September of 2008, possesses dak doe to
either the straw being burnt following the harvestue to the
soil being exposed (Figure 2.3b). Therefore, thes ligme that
has elapsed between the harvest time and the iatagsasition,
the more likely it is to correctly identify the Ivasting method.

the TM images, CCD (Charge-Coupled Device) sensorésiag Declivity is a limiting factor for mechanical haste For this
taken from the CBERS-2 and CBERS-2B satellites were ased reason, in many crop fields, harvesting is perf@j’meing both

an alternative (Epiphanio et al., 2007). For eadjit oint of

the TM and CCD sensors, a database was createdheitthata
of interest from the images obtained by the twosseen All

images were registered based on the orthorectficatosaics
from TM/Landsat-7 images obtained by NASA (NASA,ZD0O
utilizing a first degree polynomial and nearest gher

interpolation.

Monitoring of the harvest type is only possibleeaftroducing a
map of available sugarcane for harvest. This in titéized as a
mask for the remote sensing images and allows mamit only

the sugarcane areas that available for harvestehdeircurrent
crop year. This map is prepared by the Canasat qirajethe

beginning of each crop season.

methods. In the part of the field where the degliis over 12%,
burning is still used; however, in the part of fledd with lower

declivity the mechanical harvest is performed. Fégw2.4a and
2.4b illustrate this situation in a sequence of tates; in the
dark plots, with a high declivity, a manual harvesas

performed (after burning), and in the light aresith a declivity

of less than 12%, the sugarcane was harvested miealta

(without burning). It should be noted that Figurét®shows the
presence of some clouds.

Figure 2. Temporal sequence of TM/Lansat-5 images, colorpasition 4(R)5(G)3(B), illustrating different harvegpes ( 2.1 and
2.2), the change in harvest characteristics cabggqubst-harvest agricultural practices (2.3a a2 different harvest types due to
declivity (2.4a and 2.4b), and field photos of r@geharvested areas without straw burning and siitaw burning (2.5 and 2.6).
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A visual interpretation of the images was perforrbgdrained
interpreters in two stages: (i) the images wereluaved in
chronological order, and at the moment in whichaaea was
identified as harvested, it was assigned to therget thematic
class; (ii) after the visual interpretation wasfpened by the
several interpreters, all the resultant maps wekésed by a
single interpreter (the reviser) to guarantee hamedgy of the
interpretations.

Next, a mosaic (thematic map) was generated forethige
harvested sugarcane area in the state of Sdo Raulthe
2008/09 season. A declivity map, generated from SRITM
images, using the methodology described by Valerianal.
(2006), was utilized to identify areas for mechahibarvest
(£12% declivity) and areas of non-mechanical har¢e&2%
declivity). The intersection between the two mapemtted the
evaluation of the different harvest modes by dégliv

3. RESULTSAND DISCUSSION

The total harvested area increased 20.9% (680 d@hduba)

from crop year 2006/07 to 2008/09. This increaseais
consequence of the expansion occurring in the siht8do

Paulo during this time period. Table 1 summaribestotal area
harvested with and without burning, the unharvestezhs for
the three harvest years, and the harvest typeafth declivity

class. During the 2007/08 season, 5.6% of the ®otallable

area for harvest (220.871 ha) could not be evadudige to

cloud cover obscuring the images.

In the 2006/07 season, the area harvested by lgumés 1.02
million hectares greater than the area harvestdtbwi burning.
In the 2008/09 season this difference was 73.6 siud
hectares, which represents an increase of 73.1beiharvested
area without burning between these two seasonslgThd).
Therefore, the percentage of the total area hadestith
burning decreased each season, from 65.8% in 2DO&/0
50.9% in 2008/09. Despite the fact that the ovenalivested
area without burning increased considerably, tlea &iarvested
with burning did not show a considerable reductidfhis
indicates that, the majority of newly cultivatedeas are
harvested without burning. The limiting factor fahe
conversion of the harvest method is that the plotsst be
prepared for the harvesting machines. This requadejuate
planting lines, and in addition, many areas havdeelivity
greater than 12%. Also, the vegetative cycle ofastane is
approximately 6 to 7 years, and farmers do notrnefthe plots
until the end of this period. Therefore, the platsrrently

harvested with the burning method should be grdglual

converted to non-burning plots or eliminated fogaecane
production if declivity is >12%.

The total unharvested area increased each seasaching
11.6% of the total available area for harvest ia #008/09
season (Table 1a). The principle reason for this ifathat the
ethanol plants under construction presented sagmifidelays to
enter in operational activity. Also, unfavorable atreer
conditions during the harvest season reduced thmees$ting
capacity (Aguiar et al., 2007).

When considering the declivity classes, in the renstate,
approximately 97% of the available area for hangesing the
three seasons was located at a declivitgddf% (which allows
for mechanical harvesting) (Table 1b). However,vasting

12

with burning was predominant, especially in theaaraith a
declivity >12%. In this declivity class, harvestirgperformed
manually; therefore, the straw has to be burnecdsy the
harvest.

Table 1. Total area of sugarcane harvested (a)gmivity class
(b and c¢) without and with burning and the
unharvested area, for the seasons of 2006/07 to
2008/09. The percentages in relation to without and
with burning refer to the total harvested area evttile
percentage of unharvested sugarcane refers tottle t
available area for harvest at the beginning of each

(a) season.

v Harvest type
S n Without burning With burning Unharvested
(ha) % (ha) % (ha) %

2008/09 1,928,561 49.1 2,002,215 50.9 514,502 11.6
2007/08* 1,667,50246.6 1,909,235 53.4 164,321 4.1
2006/07 1,113,855 34.2 2,138,408 65.8 102,208 3.0

(b)

Declivity <12%
Without burning With burning Unharvested
(ha) % (ha) % (ha) %
2008/09 1,891,845 49.7 1,917,719 50.3 494,307 11.5
2007/08* 1,630,825 47.0 1,835,907 53.0 158,960 4.1
2006/07 1,089,812 34.7 2,055,017 65.3 98,877 3.0

Year
Season

(c)
Declivity >12%
S:;;gn Without burning With burning Unharvested
(ha) % (ha) % (ha) %
2008/09 36,715 30.3 84,496 69.7 20,195 14.3
2007/08* 37,132 33.8 72,763 66.2 5367 4.2

2006/07 24,043 224 83,392 77.6 3,331 3.0

* For the season 2007/08, a total of 220,871 Ha&o5of the total area
available for harvest could not be evaluated bexafscloud cover
obscuring the images.

On the other hand, an analysis of the three seasditstes that
the percentage of the area harvested without bgirinicreased
each season. The areas harvested without burniached
49.7% in the 2008/09 season in areas with a dgclivi2%.

The same was not true in sugarcane areas with Bvitlec
>12%. In these areas, the harvest without burniag gveater in
the 2007/08 season than in 2008/09 and harvesiihdowrning

increased in the last analyzed season (Table ldot#l of

11,993 ha could not be evaluated in areas withchvity >12%

in the 2007/08 season. If we postulate that thisa awas
harvested with burning, the percentages of the dsting

method for the 2007/08 season at a declivity of%1gould be
modified to 69.5% with burning and 30.5% withouheFefore,
even in this situation, the percentage of the hegaested with
burning increased slightly in the 2008/09 seasorelation to
the 2007/08 season, and the percentage of thehargasted
without burning decreased.

Despite the fact that the percentage of sugarcaliwated in
declivities >12% is low (3%), the percentage of amvested
sugarcane in this class for the 2008/09 seasorgveader than
in declivities<12%.
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Figure 3. Area available for sugarcane harvest, the pergentéeach harvest type (with or without burning) the Administrative
Regions (RA) of the state of S8o Paulo for the seasbifa) 2006/07, (b) 2007/08 and (c) 2008/09 aralization of the harvest
areas (with and without burning) and the unhargeateas for the RA of Aracatuba (AR). RAs: Aracat(R), Baixada Santista
(BS), Barretos (BR), Bauru (BA), Campinas (CA), Central (GEanca (FR), Marilia (MA), Presidente Prudente (HEBgistro
(RE), Ribeirdo Preto (RP), S&o José do Rio Preto &) José dos Campos (SC), Sao Paulo (SP) and Sof8¢aba
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According to Lara et al. (2005), approximately 2@ig of dry
sugarcane material is burnt per hectare, contrigutio
approximately 0.48 Tg of carbon per year in globalissions.
Soares et al. (2009) stated that sugarcane hadvegthout
burning eliminates methane (@QHand nitrous oxide (MD)
emissions totaling 1.72 tons in carbon dioxide eajeint per
hectare. This diminishes the total greenhouse gaiss@®ns
produced during sugarcane harvest by approximaB&is.
Therefore, a reduction of 136,193 ha harvested Wwitming
reduced carbon dioxide equivalent emissions by28thusand
tons. Postulating that by 2014 all areas that aeehanically
harvested will have attained the goals stipulatgdhe agro-
environmental protocol, the harvests will be perfed without
burning and the newly planted areas will also bevésted
without burning, a minimum of 3.29 million tons cfrbon
dioxide equivalent per year will not released inthe
atmosphere. By 2017, when no sugarcane areas wviit ior
harvest this figure will be even greater (3.44 imill tons of
carbon dioxide equivalent per year).

Figure 3 shows the area available for sugarcangebaand the
percentage of each harvest type for the AdminiggdRegions
(AR) of the state of S&o Paulo for the 2006/07 t©8209
seasons. It also illustrates the location of theasrof each
harvest type for the AR of Aracatuba. The ARs wemated by
the Geographic and Cartographic Institute of SAddP@GC)
for governmental planning. Each AR is composed oks#
municipalities within a specific geographic areahaéconomic
and social similarities (http://www.igc.sp.gov.br/
mapasRas.htm).

The four ARs located in the southeast region ofdtage (Sao

to 55.4% in the 2008/09 season (and was the AR thith
second largest percentage of unburnt harvest itatlieseason).
This change can be seen in Figure 3, in which &R is

highlighted with the localization of burnt and umbuharvests.
In the 2006/07 season the high percentage of blangest
(blue) can be seen, while in the 2008/09 seasom#jerity of

harvested areas are unburnt (green; there is als$oceease in
unharvested sugarcane).

4. FINAL CONSIDERATIONS

The use of remote sensing satellite images allcaveduate the
sugarcane harvest type, burnt and unburnt, in tite ©f Sdo
Paulo over the course of three seasons. Data geddng the
Canasat Project demonstrated that the harvest tyfieei state
has changed over the seasons due to governmeatsupe to
increased sugarcane harvest mechanization. In @g6/@7
season, 50.9% of the state’s sugarcane harvestntasnt, and
this percentage increased to 65.8% in the 200889a. All of
the Administrative Regions in the state, exceptfay, showed
reductions in the percentage of burnt areas. Tleetveeptions
showed a small increase in the 2008/09 season cethpathat
of 2007/08. Western S&o Paulo is confirmed as ¢g®n with
greatest expansion and also the region with theatgse
increases in unburnt harvest.

For the three analyzed seasons, approximately S7¥tedotal
area available for harvest in the state of Sdod”aak located
in declivities <12%; therefore, allowing mechanidervest.
The spatial analysis of the harvest type allowssiablish local
and regional monitoring and inspection to evaludke

José dos Campos, Sdo Paulo, Baixada Santista andr®gegis effectiveness of the agro-environmental protocoteduce and

possesses less extensive cultivated areas andotieed® not
produce sugarcane for the agroindustrial sectas iBhbecause
they possess less favorable environmental condition the

cultivation of sugarcane, such as greater ratesamifall or

unfavorable for mechanization (Alfonsi et al., 198herefore,
these ARs are not monitored by the Canasat Project.

All of the ARs showed an increase in area availaiole

sugarcane between the 2006/07 and 2008/09 seddurscan

be verified by the change in class in Figures Baardd 3c, with

the exception of the Central AR in which there wasranease
in area without a change in class. The ARs of S&é do Rio

Preto and Aracatuba were the only ARs that chanizesd each
season, demonstrating a large expansion in cidtivetigarcane
area between the analyzed seasons. Sao José daeRichRd

the greatest area available for harvest in the /2@08eason,
representing 12.8% of the total area availabl&énstate.

All ARs had increases in the percentage of unbuanvdsted
area between the seasons of 2006/07 and 2008/@Ptefar
Campinas and Central. These two ARs significantlyeiased
their percentages in the 2008/09 season in relatothat of
2007/08 (Figure 3). The largest change in harygst bccurred
in the AR of Presidente Prudent where 21.3% of trwédsted
areas in the 2006/07 season were harvested withwoing and
this percentage increased to 59.9% in the 2008#@80%. This
AR had the greatest percentage of burnt harvesteir2006/07
season (78.8%) and in the 2008/09 season it wadRheith

the lowest percentage of burnt harvest (40.1%)cdntrast,
Bauru was the AR with the greatest percentage ofttharvest
(57.5%)

Aracatuba also showed a large change in the pegentf
unburnt harvest, increasing from 33.4% in the 200&eason
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ultimately cease the pre-harvest burnt practiceswugarcane
fields.
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REMOTE SENSING FOR PHYSICAL PROTECTION OF THE PIPELINE NETWORK
ONLINE MONITORING OF CORRIDOR BASED INFRASTRUCTURE

M. A. Forousharit } S. Damadi
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KEY WORDS: Grand based Remote sensing, Corridor Based Dataganbnitoring, invasion of the pipelines corridbetecting
Moving object

ABSTRACT

The existing service that locates invasions alongetoleum pipeline, informs an intrusion or wamaisout a disaster on the
Petroleum Pipeline and Telecommunication corridgrsising data from the Rights of Way (ROW), whiclaisuffer zone on each
side of a petroleum pipeline. This data is calledridor Based Data (CBD). For many years, the ROW has lteaced and
monitored by using vehicles. Recently, remote sensind sensors technology has helped key-persomsotator the large
boundaries and long corridor of the ROW, by usingtisp information and sensors principle respecgivelhe truth is that
scalability and performance of this method hasyedtbeen widely practiced. A large interval of theta acquisition is the main
weakness of space borne remote sensing methodsisTthile to our need for continuous monitoring alsd to make the existing
service more useful. Using a concept for automatissistance and just-in-time decision making helgscome the limitations of
existing methods. The conceptual result proposeffarient approach to the algorithm of intrusiostection. This algorithm could
be divided into two parts of object detection anation field geo-coded methods. Ground based resensing on the other hand,
considers unmanned monitoring of oil pipeline awribased on the literature of the relevant domainkiding Context Aware
Systems, remote sensing, general interaction aBd Biis paper organized as following conceptudestant. In section 1, it gives
definition of monitoring pipeline corridor. Potealtimonitoring through remote sensing is descrilvedection 2 and talks briefly
about the pitfalls of implementations, theoretitamework, result and conclusion, are discussesgation 3, and 4 respectively.

INo 188 Gharani St. Postal code 1598995913 IOPTCahelran, mforoushani@gmail.com ; mobile: +98 936348l Tel +98
66155329 Fax +98 21 66155438
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1. MONITORING PIPELINE CORRIDOR

According to (Ranking 2006; Re-published from the CIA
World Factbook By Photius Coutsoukis 2009) the prigeof
the pipeline corridor context are reporting asdat. Briefly,
pipeline facilities show that two million and twgnthousand
kilometer (2,020,000 km) pipelines are distributipetroleum
to consumers around the world. In Europe, Germaag h
33,000 km, Ukraine 29,000 km, France 23,000 km kaly
19,000 km of pipeline. These countries have theelstr
pipeline length after Russia with 243,000 km. Euespe
countries account for 1/10 of the total length loé tworld’'s
pipeline network, while the United States of Amaribas
800,000 km of pipelines, which is equivalent to @f3he total
length of the world’s pipelines. It is an argualiteat the
pipeline infrastructure is influenced by the enwimental,
social and technical objectives and accordinglyneaesidual
impact and risks are inevitable.

According to the ASME (American Society of Mechatic
Engineers), (American Petroleum Institute’s Pipelin
Committee 2003) the annual report of third party dgenthat is
caused by excavation, farming or other diggingsvitiets is
responsible for 41% of the damage from 1996 to 2880t
shows in figure 1. The importance of the damagebeagraded
as follows: first, damaged by third party secongtrasion and
third is equipment malfunction. The pattern of ROW in a
Geo-information map is a "buffer line".

A World Petrolium Pipeline Length

other mUSA
B Russia
Oother
B Germany

France B Ukraine

Italy O France

Oltaly

80%

36%

0%

20% 40% 60% 100%

M Intrusion @ Corrosion E Malfunction

Figure 1. Damage is graded from 1996 to 2000

Figure 2 depicts the space which is allocated teratpnal

activity, and includes a safe zone for a pipeliogidor. It aims

to protect ROW from any intrusion(Enbridge Pipel2@05 ).

But knowing how to identify the threat and determgqiwhat

action ought to take in order to prevent it happgragain is a
key component of ensuring on-going safety.

In the case of protecting approaches, The Oil Ripel
Transportation and beneficiary companies are istede to

protect the transportation networks effectively wgrn about
intrusion. Usually, the damage is caused by otbetoss. It is

quite obvious, a safe operation and supervisiopetfoleum

pipeline transportation follows a different poliiym country

to country or even a different Pipeline’s Profig¢-locatior.

2 _ pipeline network like river not place in certairea, thus
geographical function assign to each point of ROW. |
means ROW has nature of interest from point to point
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Safety Zone

Safety Zone

15.50 Right of Way
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igure 2. Right of Way Includes Area of Safety
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5 feet Below natural ground

C 26.00"

Although the most widely used method for monitoriag
pipeline network is Patrol, the other advanced iappibn of
remote sensing is also concerned. With referentieetmeed an
application for real time monitoring of the moviogject over
pipeline network, space-borne and earth observasomot
feasible with existing satellite. For that reastimere is no
online warning about disturbance against ROW.

1.1 Established methodsfor monitoring

Figure 3 illustrates two widespread monitoring noeith
Type A shows patrol, a legacy monitoring methodsus@all
airplane, helicopter or car in order to trace disamce along
the ROW. Each geographical direction has its owredale to
pursue from place to place. Difficulties to accassuntainous
locations, involving in a costly interval of dataqaisition to
find out what happens along the pipeline are turimd its
disadvantage.

*Patrol Pipeline lHeIicopter

E :s'

Right Of Way—

o0al

Right Of Way—

q Z@_ Type B
7 yp

3 VT

Pipeline

+Airborne SpaceBorne

A: Monitoring in a traditional manner
B: Airborne and Satellite based Remote Sensing

Figure 3. The Apprehensive Monitoring Techniques

Type B depicts the monitoring of pipeline corridoy hew
technology. Data and images have been provided higy t
installed scanners on the space and airborne piasfoThe
gathered images and data pass through the prockss o
Automated Classification, Noise Removal, Layer Extraction,
Automated  Filtering followed by Georeferences and
Calibration of Geocoordinate System. Final processing steps
are Data Reprocessing and Quality Control.  Therefore
outcome help decision makers to warn about intnssio
Obviously, processing the immense number of contisu
images and data makes operation too costly fovéhee. For
this reason, high performance computer stations @h8
professional staff, enlisting the highly experiesthcpeople,
special software and hardware would be involvedperate
under Type B. Furthermore, a discussion of inadegsan the
current monitoring methods and present approptethnique
results from reply to impediment. Does ROW realleddo



In: Wagner, W., Székely, B. (eds.): ISPRS TC VII Symposium — 100 Years ISPRS, Vienna, Austria, July 5-7, 2010, IAPRS, Vol. XXXVIII, Part 7B

Contents

Author Index

Keyword Index

have online monitoring and why? What is the possibl 2.1.1

objective/s? Can remote sensing present the vadkdicn?
And what is the proposed algorithm in order to iovar
responding to the high temporal monitoring?

In response to primary question, although obseymafrom
Patrol technique and airborne vision are appropristeps
toward the intrusion discontinue, an illegal ad¢iés may
happen when patrol are moved away according tschedule.
In other words, monitoring operation is figured idgr a
workday in below. An illegal activity is begun ai08 and at
the same time Patrols are placed at 13:00. Patrelar from
that point thus, an unfortunate defect would benihg to
disaster for company in a few hours; besides, thmyt have
acceptable performance in bad weather conditions@&tfactors
proof our need to meet an online application fomiaying.
Consequently, this technique could not be the blesice in
order to prevent intrusion from occurring.

Type A: Monitoring in a traditional manner

intrusion is occurred

when the patrols are Patrol Helicopter
departed l
AN 4 _4

ﬁ‘%

Right Of Way

. 'U’z’ ac
| O
6:00 8:00 12:00 6:00

Interval: Scheduled program, at least once a day monitoring of ROW

‘ Monitoring Program

Figure 4: An intrusion is occurred after, at 8:30

In response to warning about intrusion from higmpgeral
monitoring technique aim to fulfil the unscheduléche and
enforcement action, online applications have toestigate.
decision maker’s choice about methods of remotsisgrand
its platform would be as varied as the type of |mge
construction, economics of pipeline operation, endironment
in which they operate. Moreover, environmental éssand
operational condition can fluctuate over the timd affect the
performance of monitoring application. A few tediuns
relevant to the objective function are fingered Umsing the
power of remote sensing technology.

2. POTENTIAL MONITORING THROUGH REMOTE

SENSING

In the following aspects, potential monitoring thgh remote
sensing and the proposed method with the objectfe
preventing the intrusion from occurring is discusstherefore
candidate techniques followed by comparative tahle

introduced based on given importance weight.

2.1 Sensor platforms

In short, Remote as an adjective is located far away spatially,

Space-borne platforms: Satellites are placed aethr
types of orbits around the earth. In order to fividch one suits
our need, the principles of each type are brief€@XH 2009).
The first type is geostationary. Its orbital periscequal to the
period of earth rotation. So it must be placedightattitude of
36000 km. Any sensor on this platform is viewing ttame
position at all time. In contrast resolution of meay and
mapping data are very coarse. For this reason, imgaand
mapping  satellites are not geosynchronous.
communication and weather purposes are the mosmoom
use of geosynchronous orbit.

The next type is polar orbiting satellite. Thisedlite passes
above and over the earth’s pole and the equatheaifferent
longitudes respectively. Eventually, a polar orgtisatellite
can see every part of earth surface within cetiiaie period,
which is highly desirable for remote sensing amgians. It
completes global coverage of the Earth during anye d

The third type of sensor is sun-synchronous. Thellga will
pass over every location on the earth at the saiie kcal
time. It must be placed in 700 km above earth serfa
Resolution of imagery and mapping data is about 6&sm
compared to a meter or less for an airborne scaAngrsensor
on this platform is viewing the same position evettyer weeks
and months. Since active sensor rely on solar gnagja
source of power. Sun-synchronous is a good choica Space
borne laser profile. Regarding to figure 5, sun-fyanized is
removed from candidate method because its durptioress of
recurrent period. Although Geostationary can prevdta and
image at all time, the mention above reason matieprofile
impractical and it wouldn’t be feasible technig&eally, polar
orbiting satellite has been taken into considenatiespite the
limitation in discontinuous of recurrent period.

Sun-Synchronize

uonejwI]
pouad

~4—— uolnjosay

f .E
Winter

pouad jusinoay

— Coarse High High

Continuous ——— 1:4Z minute —— 9C-103 mintue —
Onceanhour — Twice aday _ Once a 17-9" days
Imaging and mapping — Discontinuous — Discontinuous -

Figure 5 : A glance at space-borne scanner

2.1.2 Ground based platform :Terrestrial remote sensing is
usually used for close—range and high accuracyicgtjgns.
This system works at short, medium and long rarffde0el 00,
up to 250 and 1000 meter respectively. Principlshadfrt rang
application is mapping building and small objedtedium
range sensor, with millimetres accuracy is using 8D
modelling application. Long range sensor frequenthe for
topographic application.

and Sensing as a noun is becoming aware of something via Three type of grand based scanning system, whieiplaasing

sense. Sensors are usually mounted on two platfofr8pace-
borne and Ground based platform. Obviously, the tyforbits
and platforms determine the design of the seng@asdidate
techniques therefore are articulated based on dpawe and
ground based platform. Airborne scanner is omitedause of
low temporal, Long Interval, inadequate number afadand
limitation in flight over the pipeline’s corridor.
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for this application are introduced. Panoramic searrotates
360 degree around its axis. It can also scan 18ffeds
vertically. Single axis on the other hand can ®&60 degree
around its axis but scan only 50-60 degrees vésigath. The
addition of grand based scanner points on a fixietidon with
limited angular range both horizontally and veitica

Thus
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2.2 Candidate techniques

In response to a warning from intrusion, illegatizactivities
over ROW will have stopped by the time the team ghards
the ROW arrived over at given point. Whereas, thiggmam is
respected to scheduled program of the patrol aadesphorne
monitoring, there is no guarantee that a pipelineridor
equipped with a state of the art method of monitpris
protected against intrusion. Therefore, in respdoséne need
of a continuous application;rand Based Platform along with
the state of the art techniques is consideredhénfollowing
section comparative technique are discussed areddnased
on the weight of the value.

221 Comparative methods and techniques. Table 1
highlights a number of advantages and disadvantages
candidate techniques. The column for A and B showaice
similarities. There is the same rank of disadvamtéy the
Recurrent Period, Cost to Process andLack of Qufficient Staff,
in comparing with only two minor disadvantages (fst to

disadvantages. For a case in point of warning abudtusion
over given place, how long does it take till seyurand
maintenance staff would be there? So multiple ggsing must
be in place with trained staff and advanced apfinato
achieve optimum system performance and safety.

Conversely, the advantages of “technique B” over ‘@&
several items such agjser Interface, Report Generator,
Detecting Moving Objects, andWarn about Natural Hazards,
whereas with the reference to the need of notaéiasi for the
best candidate technique, some advantage are tedicghey
are remarked aSime to Response, Continuous Monitoring,
Less Cost to Process Online, Detecting Moving Object and
Needing Few Trained Saff followed by Customizable
Platform.  In addition, Concealment of Confidential Area
means to operate on limited area through the pipetbrridor
from the level of official classification next abmwestricted
and protected area such as; nature of intereslicpawareness,
historical and protected area, national park, destmest, a
secure place and mountainous corridor. Finallyoider to

Capacity for ground based remote sensing technology anddecrease the time of processimgish Service would make it

givenTime to Stop an Intrusion from “technique C”.
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Table 1. Comparative Methods and Techniques

Frequency orRecurrent Period defines length of time that is
marked off by two observations. It is the act ofsetving
comes back to the same area at almost same tina¢.iS o
say, a scheduled program is not provided continsengce for
the company. For that reasofipst to Process would make
increase the expense of this procéssi to Process means the
money that company usually pay for a period of dohed
program. However, minimum interval would not beslésan 6
to 12 hours for those candidate techniques. Thab isay,
“technique B” pays out a bit higher for building eafly as
well as running scheduled program. On the otherdhan
“technique C” shows that th€ost to Process for real time
program is arguable although thest to Capacity itself would
be expensive. Regardinghe Lack of Sufficient Saff, another
weakness remarks that for both “A” and “B”. To puanother
way, “technique A” always need to have on-call sigwand
maintenance staff, as far as the requirement ofegsmnal
analysts is concerned for “technique B”. Then agéin
“technique C" and Blime to Siop Intrusion is added to those
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easy. Obviously, text processing needs as lessssshte times
to process. It would be an advantage to warn ainbuwision at
given time. To sum up, discussed parameter of #melidate
technique are ranked as it shows in table2.

Lowimportance =-2 High importance = 2 (] o| T
® cl g
(-4 S ] @
High rank=5 g || g
Med rank=3 S| & § <
Low rank=1 < g o
s &

E
Parameter Ranked A|lB]|C
Lack of sufficient Staff] 1 1]13]5
Data Analysis & Final Report| 1 3[3][5
Cost Cost to Process| 2 1[3]5
Cost to Capacity] 1 5|1 1(3
Customizable platform| -2 | 3 | 1 [ 3
User Interface|] -1 | 5 [ 3 | 3
5 Period and recurrent Period| 2 1(3]5

Quality - -
High Resolution| 1 513][3
Concealment of Confidential data] 2 3[(1](3
. Time to stop an intrusion| 2 5]13]|3
Time -
Time to response ( Push-Pull)] 2 1]13]5
. Detecting Moving object| 1 1]|11]5
Detection

Warn about Natural Hazard | 1 1]13]5

Table 2. Specification of candidate techniques

Those parameters are classified dnst, quality of data,
frequency and detection. With reference to three techniques,
technique A is weighed against both B and C whichsasce
and ground based techniques respectively. Them agmth
parameter are assigned own factor between -2 andow®.
importance is of course -2 whereas 2 present higioitance
parameter. Therefore important rate itself is rplid by the
given rank make score. Additionally, classified graeters are
ascended from -2 to 2 as is depicted in Figuret&® graph
provides the ranking information of candidate teqba. From
top-down point of view, the first line (light greerplots
specification of “technique C” while the second ahald line
(Red and Blue) show a detail description of “techeii and
A respectively. From the line graphs it can be siw there
are minimum and maximum score belongedCtestomizable
Platform in the extreme left, and Tinte stop Intrusion in the
extreme right. Maximum score reach over 10 is bglthe
first line in Time to Response an Intrusion, Period and
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Recurrent Period and Cost to Process. In contrast, Red and
Blue (B and A) have hardly 6 in both essential patemef
Recurrent Period and Cost to Process. Then again, Green line
(C) is scored slightly less than 6 linetecting Moving Object
andWarning about Natural Hazard. Whereas Red and Blue (B
and A) are scored below 2 in detecting moving dbjegiven
time. All in all, “technique C” is of course muchtter than
“technique B” and “technique A” outside théalfunction,
Time to Stop an Intrusion, Data Resolution and Cost of
Capacity.
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Figure 6. A quick view of candidate technique

From technical point of view, a decision to choappropriate
technique will make based on access time to tha afe
operation(site) in order to prevent damage fromuoieg,
standard and a perilous of petroleum transportatitre
pipeline network topology, investment and
technologies such as SCADA, optical fibore and matio
infrastructure. That is to say, type C is proposed &round

Based Remote Sensing method (GBRS). What is more abo

implementation, remote sensing sensors are indtalng the
pipeline (ROW). These detectors are electronic @éavibat can
sense activities against corridors in real timérusion will be
recognized and analyzed by utilized techniquesa®bvious
benefit of push service, decision maker will reeéivan alarm
message from the point that has been threatened.

3. IMPLEMENTATION

The proposed model needs to support by informadimsh data
from the pipeline corridor samples per second.tBe,service
should respond to context
dynamically change their response because the xtonde
categorized as various, reactive, context-sensitiard
environmentally directed(Gregory, Anind et al. 199%hese
models are mostly introduced in the boarder contekt
interaction systems. It can include the user

applications(Anind 2001). Frorystem Component point of
view, proposed models is to capture
components such asser, Location, Context andData. (Anind

2001) and (Schilit, Adams et al. 1994) introducdfedent

contexts that are relevant to a user when accesaimg
information service. Localization and service dre main key-
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applied

dynamically. Systems can

important syste

points in Context Processing application. It is an information
service, accessible with mobile devices through ninebile
network and utilizing the ability to make use ofeth
geographical position of the mobile device (Shu ¥/aa08).
According to (Nivala, A-M et al. 2003) there areaitypes of
context with sequential access @fhysical surroundings,
Navigation history, Purpose of use, System properties, Time
and Map user, including Social Culture and Orientation
followed byLocation Context. The result of the defined context
shows thatContext Processing service targets many users and
is available in a mobile-network communication eomiment.
Eventually, the service of context is provided thoth pull and
push services. Since Push-Services do not relyeriqus user
interaction with the services. If the corridor theeatened by
external factors or disasters the information mgssawill be
received. As is illustrated in figure 7, technichhsed
components from Type C ar@&etectors (those could be any
kind of Sensor/Scanner depending on the corridtuason,
Geographical location and the application purpose),
Communication network, positioning technology, and data
provider.

O
’
o
) Q - Control Roorr - US‘"
;ﬂh
Sensor SE@Iider
alll Network

Pipeline

Moving Detector
- il atl—¢
_ N N
2
=
29

Ground based Remote Sensing

Figure 7. localization and service

Detectors, periodically report positioning informoat and send
it all to the service providers. Obviously, the yision of the
ush services by such a database approach woubdvéna
uge amount of signalling information, since theipons of
all mobile devices have to be continuously transdito the
database server and information has to be senletddvices
(S. D. Hermann and A. Wolisz 2006). Supervisory aiser
beneficiaries can receive information through thierinet with
following sequential process.
If an intrusion or a disaster happens over the R@®W actual
position of the sensor/ scanner is obtained froenpibisitioning
service. Afterwards, an exact position of occureeigcsent via
communication network to a so called gateway. Canseily,
the gateway has the task to exchange messages among
communication network and the internet. At the saime it
will store information about all the sensors. Avegrreads the
messages and sends them to a program analyzeroWor¢he
service analyses the message and pushes it toetieéver.
Then, the service will find information on whethbe corridor
should be under extra control. In the end, resariéssent to the

and consumer / supervisor via an internet gateway obil@o

system. Finally, proper action is taken.

3.1 Theoretical framework

Regardless of the sensor technologies and scanmpépekne
corridor can be scanned online by the ground basetbte
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sensing technique. Figure 8 shows top level scheirtree
simple steps fromeceiving signal andextracting process aim
to detectmoving object over corridor and to make warning
about intrusion.

Receiver Extracting
Input signal | Moving Object

1 |

Figure 8. Top Level Framework

» Moving Object

As it's mentioned on earlier paragraph and depigidijure 9,

receiver input signal consist of data from sensgfgrence data
which calls pattern data and feedback from the iptev
records. The next step, of the extracting movingeabhas

three functions of revealing, de-noising and déectThis step
is usually programmed based on different remotesiagn
application. The last step consists in the functidrmaking

warn about intrusion to decision maker, estimation event
history. Finally event history makes feed backitst step.

Receiver Input signa Extracting Moving Object Moving Object

s} c

Data From Scanner o T g 2 Warn to key persor
= == ©
o ] 2
o o5 o] N

Reference Date £ =E © Estimate parameter
© S . S
¢ IEE| | & .
Back up & 8 Event history

Figure 9. Classification Schema

Image and data that are gathered recently willdrapared to
the reference. For instance, if hardware procepsssa few
points (no more than 5), because there is high fite of data,
we need a lot of time and expensive hardware. lfisrreason
and according to the Figure 10 the problem withneess
especially LADAR is considered in three components.

Object is detectec
‘ Yes

Object Detection

Check in New Pattern

Reference Date
Pattern
Base %(The revealing Object Methodology)

Received from Scanner

Initial State (Filten’ng Methoc Gstimation parameter k<——
Flow Control {X M
W
BN {VxVy

T
Event history Moving Detectec

Decisior <>

Action State

Warn about intrusior

Data Base

Final State

Figure 10: Process of Object Detection schema

The first component i€lassification and Filtering Process. As
far as this technique is supposed to helps usroera certain
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point instead of all the point in the corridor. g&ie 10 shows
how Classification and Filtering can reduce the time to
producing report and the size of its. To put it taeo way,
system is looking for the similarities between receéata and
reference. For this reason the elimination of ttegdent data
interaction will take into consideration. Secondtyreduce the
process time Defining Reference process is introduced.
Additionally, Discrimination technique is of assistance
software to match recent data with typical shape suitable
format for moving and static objects. For instareel colour
and green can assign to moving and static objestsectively.
On the other hand, it is possible to identify wieett is human
or device? What it looks like. Regarding to the powf code,
it is also possible to recognize the dimensionbjécts.

For the computation of optical flow of 2D image tina the
following (Yokoyama and Poggio 2000) function iegented:

I(x,t) . I(x+ dx,t+ dt)

Where !(I; I‘] =
intensity

@

the spatiotemporal function of image

[ = intensity of the time

t 4+ dt = object is assumed to remain the same
For instance; no illumination change are suppdsedccur.
Equation 1 can be expanded using Taylor order s

Viiv+ k=0

Where¥! = (7. I) = the gradient
I+ = temporal derivative ofl (¥. T)

)

V=) - image velocity

According to the (Barron, Fleet et al. 1994) onedinequation
is insufficient to determine 2D velocity that is dwn as
aperture problem. However it seems good enoughetectl
moving objects. For instance, moving object on getoin
shape, (such as line circle, rectangular and...Jglicites
intrusion activities.

3.2 Detecting Object

It is defined the similarity between an object oéyous frame

Ryprev (M) ang an object of current franf@cur (M),
using estimated position of lines by optical flow.
[P14..... ,PI(n)IES

Equation (Bernhard Gruber SW. Location Based Servisexy
a Database Federation. Institute for Geoinformatios
Detected and stored line of the current frame.

{514 .......5,(Nym )} € Ryprev (m) @)
Whereas equation (4) is defined all background lase a

previous frame, then similarity is defined as folo
Mr

EN:; E=J 1 ! ijo
Vi

Where lsl is the number of element in S, anxd then these

plm,m) =

two objects  prev(mand R our(m’) are considered as

the same object if the similarity @(m, m’) is non-zero
value.

r--{l if P; € Ry (m' ) where P; € 5,
7|0 otherwise .
Rpren(m) = Rour(m’)if plm,m') = 0.

(6)
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4. CONCLUSION

Due to the fact that if an intrusive process ovee ROW
causes unfortunate defects, the company missidrbeitinder
threat of inconsistency operation and the oil tpanttion
through pipeline will stop. An occurrence into gipe also
expense company too costly for the value of reftabdn to
fix damaged parts, soil remediation and keepingafe snd
clean corridor from splash with oil.

From the general point of view, physical protectiplays a
significant role in order to having reliable opévatand makes
it safer. Apparently, traditional methods of monitg program
are less successful with continuous gathering plateess from
pipeline corridor. Consequently, it gives company Iank in
quality services. For these reason, the overafopeance of
existing techniques are not acceptable.

From technical point of view, a decision to choappropriate
technique has been argued basedTane to Response an
Intrusion, Period and Recurrent Period and Cost to Process
including access time to the area of operation (site) in order to
prevent damage from occurringiandard and a perilous of
petroleum transportation, the pipelineetwork topology,
investment and existing technologies such as SCADA, optical
fibre and so on. With the reference to former reasgpe C as

of the 1st international symposium on Handheld and
Ubiquitous ComputingKarlsruhe, Germany, Springer-Verlag.

Kiran Yedavalli BK. Sequence-Based Localization iiréléss
Sensor Networks, I. T. 0. M. C., 2007;vol. 7, noDibftal
Object Indentifier 10.1109/TMC):pp. 81-94,.

Nivala, A-M, et al. (2003). An Approach to Inteligt Maps:
Context Awarenesssth International Conference on Human
Computer Interaction with Mobile Devices and Sersjce
Udine, Italy.

Ove Johnson (2004). "Some Theory behind Obstacle
Detection,." Copyright © 2004, SwedeTrack System,

Ranking, Non-CIA Future Projection and Time Seri@06).
"http://www.photius.com/rankings/index.httl

Re-published from the CIA World Factbook By Photius
Coutsoukis (2009). Pipelines(km) Country Ranks Infdioma
Technology Associates .Photius Coutsoukis
http://www.photius.com/rankings/transportation/pipes_200

9 0.html

S. D. Hermann and A. Wolisz (2006). "Investigatia

a Ground Based Remote Sensing method (GBRS) has beegeographical Routing Enhancements for Location B&esh

proposed. Regarding to the cost of operation, pexghos
technique might be able to recognize high riskvites as well
as disaster over pipeline corridor. The next obsibenefit is
stopping to spend a lot for the neighbouring canrid order to
fix pollution and pay the penalties. For this regsihe cost of
the injured parties adjacent to the pipeline camicdy using
GBRS will reduce. All in all the following result fro this
proposal is expecting if it turns to a practicadfpe through the
ROW. Spatial Data Infrastructure (SDI) plays roleaaservice
provider for LBS but in this concept it is Vice varsand SDI
will be getting up-to-date from Corridor Based Data.

All intrusion over pipeline corridor would be deted
according to GBRS technology and its principle. Ontecof
GBRS as a high spatiotemporal information can beepldan
GIS layers for Geo- Corridor Based Map. So implicagiof
the context will give consumers and users the adgms of
Geo-ICT.
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WINGIS- GISSOFTWARE FOR ICT DEVELOPERS

W. Mayer, B. Aigner

PROGI S Software GmbH, GIS Development, Postgasse 6, 9500, Villach, Austria

KEY WORDS: Agriculture, Cartography, GIS, Geography, Development, GPS/INS, Orthoimage

ABSTRACT:

PROGIS enables ICT developers to link the GIS software WinGIS, in combination with the embedded Bing Maps module to any
database application based on the ActiveX developer component AXWinGIS. WinGIS provides a wide range of GIS functionalities,
modules (thematic maps, 1SO module, GPS modules, geocoding module) and interfaces (import / export / GPS). Thisis a worldwide
unique solution, bringing together the advantages of an easy to use, cost efficient and versatile GIS software - WinGIS - and the
outstanding potential of Microsoft (database) products and online services like Bing Maps.

1. WINGIS-GEOGRAPHIC INFORMATION
SYSTEM

WinGIS is an easy to use, easy to learn, powerful and cost
efficient GIS software with extensive geographic application
possibilities and facilities. Due to the integration of the online
map data of Microsoft Bing Maps as ,,embedded Module”,
the access to worldwide available geographic data like
satellite and aerial images, road maps and address databases
is aready part of the software package. By using the ActiveX
developer component, application developers have the
possihility to link their application very easy with WinGISin
order to visualize, edit and administrate any data with a
geographic relation.

2. MICROSOFT BING MAPS

Microsoft Bing Maps provides worldwide in high quality and
continuous expanding online map data such as satellite and
aerial images, road maps and extensive address databses
(geocoding). The access to these geo data is integrated in
WinGI'S as a module and works transaction based. The access
to the map data of Microsoft Bing Maps occurs online and
transaction based (1 transaction = 8 image tiles with 256x256
pixels). To activate the access to Bing Maps you order a
number of transactions to get your personal Bing Maps
account (login data). Image tiles which are were already
loaded keeps stored for 24 hours on the harddisk (cache).
Therefor the online access and the transaction counting is
limited to new image tiles only. Bing Maps provides
continuous expanding and worldwide available map data like
satellite images, im wide areas available aerial images with a
resolution up to 30cm (e.g. in Europe, North America and
also most of the urban regions worldwide), road maps and
hybrid maps (aerial images with labels and overlayed road
map).
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The extensive Bing Maps online address database enables the
WinGIS integrated Geocoder module to convert an address
information (e.g. city, street, street number) to the
corresponding coordinate (address search). The Bing Maps
DB-Geocoder module converts addresses of entire database
tables to the corresponding coordinates. After selection of the
database (e.g. MS Access mdb file), the table and the query
fields (e.g. street, city, country), for every record an online
transaction converts the address to a coordinate and adds X
and Y fields to the table. Therefore you get an easy and
efficient possibility to locate and visualize your personal
database content (e.g. customer databases).

3. AXWINGIS—DEVELOPER COMPONENT

The ActiveX component AXWinGIS enables the
communication between an application and WinGIS. The
whole function set and every menu entry can be called
directly from the application. The communication works
bidirectional. Eventsin WinGI S (e.g. the selection of an area)
are sent to the application and can be related to the
corresponding database entries (attribute information).
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4. WINGISCANVAS-DIRECT INTEGRATION
OF A WINGISMAPIN THE USER
INTERFACE OF AN APPLICATION

WinGIS can run as an indepenent program with the full
available user interface (menus, toolbars) beside the
application, but also as an embedded map control (,, Canvas").
In the user interface of the application a region or window
control (e.g. panel) is reserved for the map. By caling the
according AXWinGIS function, the visualization of the map
takes place on the defined region of the application window.

5. WORKING WITH GPSDATA

WinGIS Professional a wide range of functionalities to
visualize and process GPS data. GPS recordings and the
corresponding attribute data can be loaded from table
stuctured data sources (e.g. text / GPX / CSV files, database
tables) to WiIinGIS by an free defineable import interface.
GPS data can also be read directly from GPS devices over
USB cable or Bluetooth connection.
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6. LIVE-GPS—-TRACKING OF GPSPOSITIONS
IN REAL TIME

A GPS server interface receives position data and status
information (e.g. current activity) from mobile devices (PDA,
GPS supporting mobile phones, ...). WinGIS enables you to
connect objects (symbols) with the current position data from
the server in order to track these positionsin real time.

7. 1SOWIZZARD

This module is used for creating 1SO lines and areas. The
data source is a table in the internal database (IDB) but also
any externa database which contains geographical
information (X,Y coordinates). Each ISO level is stored on a
separate layer in the WinGI S project.

8. PRODUCTSAND PROJECTS

AGROffice, Dokuplant, LoGIStik, PipeGIS, FOMUMIIS,
BAU-MATIC, TREE-MATIC, Z-GIS (NOE ABB), OIS —
object information system for fire brigades, PROGIS
MapServer for the ORF Reality Show , Taxi Orange", several
GeolNFOtainment und geo marketing projects.
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ASSESSMENT OF BIOPHYSICAL STRUCTURE OF RIPARIAN ZON ES BASED ON
SEGMENTATION METHOD, SPATIAL KNOWLEDGE AND TEXTURE  ANALYSIS

Thiago Alencar-Silvd'*, Philippe Maillard®

2IGC, Geography Department, University of Minas @gra1270-901, Belo Horizonte, Brazil
thiago-alencar@ufmg.br; philippe@ufmg.br

KEY WORDS: Segmentation, Knowledge Base, Spatial, Texture, ysiglVegetation, High resolution

ABSTRACT:

Riparian forests play an important role in the egial balance of river ecosystems. Given the namature of these environments,
medium resolution sensors such as Landsat haveetimise. Conversely, products obtained from highluéisn images, such as
Ikonos-2, have wide applications in riparian forgtstdies. The objective of this article is to désera methodology for delineating
riparian areas and extracting their biophysicabpaaters from an Ikonos scene. The methodologyideti into two stages. Firstly,
the image is segmented into a riparian forest @dassnon-riparian classes using a segmentatiomitdgoand a river-based buffer.
The segmentation package MAGIC (Map Guide Image (ilzetson) was used to separate the riparian foreses from the rest. In
the second phase, texture features derived theaar@nce matrix were used to estimate the biophlygiarameters of the riparian
forest. Allometric measurements were made in 7@spd riparian area from both sides of the PandeRiver, located in Northern
Minas Gerais, Brazil. These plots were used to kband validate our models based on texture pdesm The forest structure
variables included height, diameter at breast heigsal area, stem density, volume, canopy operemas leaf area index which
were acquired by direct measurements in the fi€lk results show that MAGIC segmented the ripariavirenment with an
accuracy of more than 85% when compared with thp at#ained by visual image interpretation. The estlts for modeling
riparian structure were obtained respectively folume and basal area%®.66 and R=0.61) using Angular Second Moment,
Entropy, Infrared band, distance analysis of fauels and a window of 11x11 pixels.

RESUME:

Les foréts riveraines jouent un rdle important didguilibre écologique des écosystemes fluviauxnpte tenu de I'étroitesse de
ces milieux, les capteurs a résolution moyenne aerhANDSAT ont un usage limité. Par compte, les pitsdobtenus a partir
d'images haute résolution, comme Ikonos-2, ont gdlamapplications pour I'études des foréts rivegsirl'objectif de cet article
consiste a décrire une méthodologie pour la déiinit des zones riveraines et I'extraction de lparamétres biophysiques a partir
d'une image Ikonos. La méthodologie est diviséderrx étapes. Tout d'abord l'image est segmentékmsse de forét riveraine et le
reste des classe non-riveraines en utilisant uorithgne de segmentation et une zone tamponée basée riviere. Le programme
de segmentation MAGIOMap Guide Image Classificatipm été utilisé pour séparer les zones de forétaimes du reste. Dans la
deuxiéme phase, des images de texture dérivées aeafrice de cooccurrence ont été utilisés poumestles parametres
biophysiques de la forét riveraine. Des mesuresrdiriques ont été effectuées dans 70 parcellés ziene riveraine sur les deux
rives de la riviere Pandeiros, situé dans le nadviéhas Gerais, au Brésil. Ces parcelles ont étisées pour créer et valider les
modéles en fonction des parameétres de texturevaeables structurelles de la forét inclus la hagtée diametre a hauteur de
poitrine, la surface basale, le volume, la derdi#t® troncs, l'indice de surface foliaire et I'ouueg de la canopée, qui ont été acquis
par des mesures directes sur le terrain. Les aésutiontrent que MAGIC a segmenté le milieu rivemiac une précision de plus
de 85% par rapport & la carte obtenue par interoét visuelle. Les meilleurs résultats pour la gl@@dtion de la structure de la
forét riveraine ont été obtenus respectivement @wolume et la surface basale’ (80,66 et R = 0,61) en utilisant le Second
Moment Angulaire, I'Entropie, I'infra-rouge, unestiince d'analyse de quatre pixels et une fenétid &1 pixels.

1. INTRODUCTION vegetation acts as ecological corridors allowing flow of

fauna communities, especially in fragmented lanpssa

Riparian zones can be defined as the interface kehaguatic (Congaltoret al, 2002).

and terrestrial ecosystems that occurs along riem creeks

(Johansen and Phinn, 2006a). Riparian zones candettethe  |n Brazil, most of riparian zones are impacted hygiag to

limit of river margin when flooded, and its vegéat plays an  make charcoal, agriculture at the margins, livdstutd others

important role in the ecological balance of rivezogystems predatory human activities. The effective inventofythese

(Muller, 1997). ecosystems stands as an important tool for makingiq
policy. In this context, remote sensing and imagec@ssing

The ecological functions of riparian forest includeutrients  techniques allow the rapid and low-cost productiérmaps

supply from litter fall, river bank stability, shado stabilize water  (Jensen, 2007).

temperature, natural filtering of water pollutarged large woody

debris for stream channel development (LWRRDC, 1999fowever, making riparian zones inventories usinmaie

Congaltonet al, 2002). In addition to these functions, riparian sensing are not an easy task given its narrow dst@viuller,

* Corresponding author.
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1997). Mapping these areas and their biophysicalrpeters is a
challenge that has motivated many authors in remsetgsing

index, tree crown size, tree height, stem diamatebreast
height, tree species, and riparian zone width. dditeon to

(Nagleret al, 2001; CSIRO, 2003; Johansen and Phinn, 2006bYhe four bands of the lkonos image (blue, greeth ared near-

Previous studies have showed that images with medipatial
resolution (Landsat-TM and ETM) suffer shortcominfs
mapping narrow environments (< 30m), such as @padones

infrared), eight vegetation index and measuremehtsxture
(contrast, dissimilarity, entropy, homogeneity aratiance)
were used. Results showed an overall accuracy of 5%

(Congaltonet al, 2002; Johansen and Phinn, 2006a). Moreoverspecies classification and a determination of 86% the

the alternative to use high-resolution image (llksgnQuickbird),
has become affordable in recent years. The mostmooty
applied approach to map riparian areas using hightia
resolution is image classification. Studies by Bati al. (2002)
and Johansen and Phinn (2006a) showed a signifgaint of
accuracy in classification of riparian zones wheaing texture
parameters in the process.

Taking advantage of the spatial knowledge that tiparian
vegetation accompanies the river, buffer zoneshmmised as a
way of optimizing the image processing. This prazedwas
carried out successfully to map palm swamps (Mdliet. al,
2008). Even though high resolution image data povauable
for delineating riparian zones, traditional infotioa extraction
methods like threshold and classification (e.g. imam
likelihood, minimum distance) offer low accuracy. rversely,
image segmentation using Markov random fields (MRigs
produced promising results in a variety of applarad, such as
image segmentation and restoration (Tso and Ma#t€r]). But
to assess the ecological values of riparian foretfts mere
classification is insufficient and biophysical paeters are often
needed.

The objective of this article is to describe a meiblogy for

delineating riparian areas and extract their bispal parameters
from an Ikonos scene. The proposed methodologywded the
following stages: (i) classification of the image two classes:
riparian zone and non-riparian zone using 50 meiefter, (ii)

acquisition of texture features from riparian zosegments, and
(iii) auto-correlation of visible, near-infrared driexture bands
with allometric measurements data from 70 field tqloThe

correlation aims at elaborating explanatory moaélsegetation
structure.

1.1 Mapping Riparian Forest from Remote Sensing Data

A study using Landsat-5 and photo interpretatiam, rhapping
riparian forest in the Yaquina River - Oregon/USApwed a
success ratio of only 30% between satellite images$ photo
interpretations (Congaltoret al, 2002). In another study,
Johansen and Phinn (2006a) showed that the widttipafian
zones is a limiting factor for their identificatidhrough products
of medium spatial resolution, such as Landsat serihey
pointed out that only riparian area upper than Suld be
accurately identified by Landsat-7 ETM+. Muller @I
emphasizes the importance to develop new remotsingen
methods for mapping riparian vegetation along sver

In a study by Davigt al. (2002), the analysis of high-resolution

aerial photographs (resolution between 11 and h@0obtained
overall accuracy of 75% to classify riparian aresi;ig maximum
likelihood classification and image texture. Tegtufeatures
increased the accuracy by 20-30% in almost evesg.cklbhansen
and Phinn (2006b) used an lkonos image to classifyonly the
riparian zone, but also the biophysical parametetsspecies of a
riparian savannah forest in Australia. The auttdghlighted the
need to use high-resolution imagery and texturarpaters for
mapping riparian vegetation structures. They usedfollowing
forest parameters: canopy percentage foliage cdeef, area
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canopy percentage foliage using 19x19 pixels textumalysis
window in the NDVI band.

Alencar-Silva and Maillard (2009) compared two eliéint
methods of classification for palm swamps in annb®
image: traditional per-pixel classification and icegbased
segmentation and classification using MAGIC (a paogr
based on Markov Random Fields). Results have shoain th
MAGIC obtained better results when compared witditian
classification. MAGIC was especially good in remmayithe
salt and pepper effect on the classified image.

1.2 Study Area

The study area is situated in the margins of thedPiaos
River in Northern Minas Gerais, Brazil, an environta¢n
protection area (Figure 2).

The Pandeiros River is an affluent of S&o Francdiiver, the
third largest watershed of Brazil. The total area toé
Pandeiros’ watershed is 3921.00%and its elevation varies
from 450 m to 850 m. The study site is 1.2%kaiong a
slightly meandering stretch of river (Figure 3).€eTimarginally
climate is semiarid with about 900 mm of precipitatand an
average temperature of over 25°C. Precipitationegafiom
124 mm per month between October and April to thas 2
mm between May and September. A land use map of the
region was produce from a single Landsat-7 sceqeiied in
August 2009. The classes and their respective area
presented in Table 1.

Class % of catchment
Open Water 0.33
Dry Forest 1.08
Savannah 48.85
Wetland 3.09
Plantation / Savannah Regeneration 43.61
Rock 0.12
Bare Soil 2.92

Table 1: Land-use table area of Pandeiros River

With about 44% of plantation or degraded areas, the
Pandeiros watershed has been strongly impactedumarn
activities. The Pandeiros also hosts the largestiand
complex of the State of Minas Gerais where sespaties of
fish bird species reproduce, some of which are, remdemic
and threatened (Biodiversitas, 2005).

Figure 3 shows the Ikonos scene of the entire sHitdyin
true-colour composition. The green areas locatedgathe
river and on the bottom right of the figure corrasg to
riparian forest and savannah formations, respdgtivEhe
zones in brown represent herbaceous areas. Palmpsya
characterised by a specific texture, can be seetherleft
hand side of the image. The others light tone asgashare
soil. On the Ikonos scene riparian forest ofteneap similar
to wooded savannah formation. To avoid confusiomiver
buffer of 50 m was applied to the image to eliménsévannah
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from the segmentation process. Figure 4 shows Isletdithe 2. MATERIAL AND METHODS

riparian formations.
2.1 Fieldwork

45°200"W 45700 24*40'T

16°0'0"8

The first field campaign (February 2008) was carnirit to

locate and collect allometric data. The group frahe

“Ecology and Plant Propagation Laboratory” (UNIMORS

University) demarcated 70 ten by ten meter pldtma@both

banks of the Pandeiros River. The plots were asgnite of
3 meters from the Pandeiros River and are alwaynier

parallel to the Pandeiros River. A 10 m gap is abvksft

between each plot except when the area was toadiegito
be considered as riparian forest. Plots 1-35 aratéal on the
left bank while plots 36-70 on the right bank. Aatioof 7000
m? was surveyed.

19°00"S

16°20'0"8
T
15°2000"5

The allometric measurements of tree height and stem
circumference at breast height (CBH) were takerafbtrees

%—-L"g"““ ;Om . % within each plot. Shrubs and grasses were not dereil.
| sy sise - * Hemispherical photographs were taken in each piotater
_ ::mmw I et e computation of canopy openness and leaf area .index.
[ teros cns oo genion Altogether seven allometric measurements were oediu(i)
] sto raniscomives O Rock A tree height, (ii) stem diameter at breast heighBK (i)
B sol - basal area, (iv) volume, (v) plot density, (vi) opg openness
P I o0 v and (vii) leaf area index (LAI).
Figure 2: Land-use map and location of study area. The second and third fieldworks were conductedainudry

2009 and April 2010, respectively, to obtain growuhtrol

points (GCPs). A L1 geodetic GPS was employed twieeq
GCPs, which were used for rectifying the lkonos scand

precisely locating each plot.

2.2 Image Acquisition and Pre-processing

The Ikonos image used in this study was providedthzy
Forestry Institute of Minas Gerais. It was obtaingth their
multispectral bands (red, green and blue = 4m) and
panchromatic (1m) already fused to a spatial reésoiuof 1

m. The data, acquired in September 2007 during ditye
season showed a good visibility with no cloud coffégure

3). The image was registered to a UTM grid coorinay
bilinear interpolation with a root mean square e(RMSE)
less than 1 meter. No atmospheric correction wadieabto

the image.

2.3 Data Processing

Data processing involved four steps: 1) -cartogmaphi
modelling, 2) image segmentation, 3) texture featur

Figure 3: Location of entire study site with the flots, 35 on  calculation and 4) statistical modelling.

each side. _ _
2.3.1 Cartographic Modelling

The cartographic modelling consisted in using spati
knowledge to “limit" the search to areas having teorsy
probability of belonging to riparian vegetation (iWexd et.
al., 2008). This method avoids confusion between \atipet
classes present in the study area, such as: pa@mpssvand
savannah. To do so, the hydrographic network weisizd,
overlaid on the image and used to build a buffe50fm
(knowing the riparian vegetation width in the stusite is
well below that value). The buffer was used to mpaks of
the image that fell outside of it. The Ikonos imagel the
mask are then fed to the segmentation algorithnchvis
instructed to find two classes: riparian vegetat®mon-
riparian vegetation.

(@) (b)
Figure 4: Riparian forest of study site: (a) aeviEw and (b)
ground view (photos by Thais Amaral and Ivan Seixas
04/2010).
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2.3.2 Image Segmentation

The riparian vegetation was first visually intetiece in order to
validate the results of the segmentation. The MA@IGgram

of 11x11, 15x15, 20x20, 25x25 and 30x30 pixels wesed.
The distances between analysis pixels vary bet@eand 7
and the four directions: 0°, 45°, 90° and 315°.

(Clausiet al, 2009) was chosen to segment the image due to ita special program was created to compute the texeature

excellent results reported in several studies (stalket. al, 2008;
Barboseet al, 2009; Alencar-Silva and Maillard, 2009). MAGIC
is an acronym that means “Map Guided Ice Classifinat
because it was originally developed as a tool fassification of
ice sea types.The segmentation of MAGIC is unique in its
implementation and the principles it embodies.sltan hybrid
segmentation approaches that uses two differentoappes to
segmentation: “watershed” and Markov Random FieldREY
The segmentation is started by applying a “watetskdégorithm
that produces a preliminary segmentation and geesegments
(areas) of 10-30 pixels depending on the noisd ievine image.
The smaller segments are then arranged topologicad all
contiguous segments can be determined through patesty
graph or RAG (Region Adjacency Graph). The second e
based on the MRFs that will join or not contiguoagraeents if
the union produces a decrease in the total enefgyh®
neighbourhood defined by Equation 1.

E=FE+oE @)
where: E is the global spectral energy, B the local spatial
energy,o. is normally a floating constant.

The advantage of the MRF model is its inherent tytiiti describe
both the spatial context location (the local spatieraction
between neighboring segments) and the overallildigton in
each segment (based on parameters of distributiospectral
values for example). That new approach was entitletative
Region Growing Using Semantics” or IRGS and is dbsctiin
Yu and Clausi (2008).

MAGIC is able to segment each band image indiviguatl as a
multivariate data. In this study, the spectral lsanere used both
as a multivariate dataset and individually. Thraeameters have
to be specified for the segmentations to take pl@céhe number
of classes, (ii)B1, and (iii) 2. The number of classes varies

to account for the use of a mask. MACOOC (Philippe
Maillard ©2010) takes an image and a binary mask@ast to
compute all five texture measurements in all foieations.
Because the mask can adopt just about any shapdareg
texture extraction programs would have to dischedtéxture
computation for many riparian pixel when the anilys
window overlaps the zeros areas of the mask. MACOOC
compensates the “incomplete” windows by adjustihg t
number of co-occurrences in order to compute coatper
probabilities. The probabilities values are therscated
between 0 and 10000.

Finally, the 70 plots were overlaid in the imagéeTaverage
values of the four spectral channels (blue, greed, and
infrared) and 20 texture bands were computed foh gdot
and organized in a matrix along with the allometata.
Multiple RegressiomisingStepwisdeature selection was used
to analyze the data.

3. RESULTS AND DISCUSSIONS

The results of this study are presented in two Kdo@mage
segmentation and biophysical riparian forest mauatgll

3.1 Image Segmentation Results

The best MAGIC segmentation was obtained usingritegée
as a multivariate dataset with all four Ikonos’ 8arfTable 5).

Spectral Band|  Riparian %9  Non-Riparian (% Total %
1 (blue) 89.19 80.71 84.16

2 (green) - - -

3 (red) 88.82 75.14 80.71

4 (infrared) - - -
1,2and 3 91.28 85.01 87.56
1,2,3and 4 88.31 90.61 89.68

depending on how the user wants to segment theeimag

For our study two categories were desired: ripa@ad non-
riparian. However, because there are several diffezglements in

the non-riparian groupi.€. water, herbaceous, bare soil, grass,

etc), tests were performed with 3, 4, 5, 6, 7 acth8ses. The best
result obtained by the MAGIC was to be used as &rmashe
texture calculations.

2.3.3 Image Texture Calculations

The texture of an image can be defined as changespatial
patterns of gray levels in a set distance (Tso Mather, 2001).
An approach widely used in texture parameters tation is the
Gray Level Co-occurrence Matrix (GLCM) (Lillesand aiigfer,
2000). This method proposes that each elemeihteofiiatrix is a
probability measure of occurrence between two gieyels
separated by a certain distance and direction (idlrd 979). In
this paper five features were considered: con{@S&N), angular
second moment (ASM), entropy (ENT), inverse diffexe
moment (IDM) and correlation (COR). The Ikono’s reutl anfra-
red bands were chosen in order to calculate the féxture
features. The blue and green bands were not usslige they
have strong correlation with the red band. Analygindow sizes
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Table 5: MAGIC overall segmentation success (aera
user's and producer’s) result for riparian and nipafian
vegetation.

The best results were obtained with five classeseamoverall
accuracy of 89.68% when compared with the visual
interpretation. This result takes into account bothission
and commission errors (Figure 4). Results obtaingd the
green and infrared bands had very low correlatidth whe
interpreted image.
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@ < T < £ ‘% -

s |8 8 5 2 5§ & 3

— 2]

g |7 § > ©° ©¢
wll/d3| 0.34 | 052 | 0.50 0.64 0.07 0.32 0.45
wll/da | 044 0.24] 0.61] 0.66] 0.13 033 0.41
wl5/d3| 0.39 0.30 0.36 042 0.200.44 | 0.46
wl5/d7 | 0.52] 0.29 0.49 0.63 0.04 0.34 0.40
w20/d4 | 0.49 | 0.34| 0.52 048 0.16 0.20 0.40
w30/d3| 0.25 0.19 0.21 o.d 0.45| 0.39 0.45

Band 4
w30/d4 | 016 020 019 0.9 0.05 0.410.54 |
Table 7: The correlations results for band 3 af@djusted R

Figure 6: Segmentation result. The best finding waquired
using all Ikonos’ bands.

Figure 6 shows the 50m buffered Ikonos scene. Tparian
forest consists of all trees within this buffer. eTpolygons in
green are validation data and those in red werairdd with
MAGIC.

The MAGIC segmentation
correspondence with the validation data like inmagindow (a).
The MAGIC was able to segment some features likividual
trees (zoom window (d)). However, some individusdtfires or
narrow areas were not segmented properly (zoom omiad(c)
and (b)).

3.2 Biophysical Riparian Forest Modelling Results

From the initial 70 plots, only 62 were used toadbthe average
spectral and texture values. The remaining eiglutspwere
partially located outside the riparian mask and Had be
withdrawn.

The statistical correlations results (adjusteil iRetween spectral
data, textural data and the allometric and strattmeasurements
of the plots are presented in Table 7: band 3 atdg that the
texture features were computed from the red sgebtiad and
band 4 the infrared band. The red band is much medaged with
allometric parameters than the infrared band foichtonly the
LAl had some success. Basal area and volume obté#ireeHest
overall results with B0.61 and R=0.66, respectively. The
results show better correlations when using an 11pixel
window for the parameters DBH, Basal Area and Voluiftee
most successful distance between pixels is d=4clwkhowed
better results with Basal Area, Volume, DBH and LAhe best
mathematical model for each allometric paramet@résented in
Equation 2 to 8.
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result points to a high Jisua

with p test value < 0.05). The left column shows window
size (w) and the lag distance between pixels (dxeBoalues
are significant at p>0.05.

Height = 64.6 - 0.00L0ny, - 0.00574ent; 35— 0.0055asMm,
— 0.0065eNty, + 0.00128dM; 35 + 0.00064c0M; 35 @)

DBH =184 — 0.039&nty, + 0.0584B — 0.0662R
+ 0.126c0ry, — 0.0786c0r;35— 0.0103asnyg

+ 0.0037idm 35— 0.005idmy — 0.00246&0n5 3)
Basal Area = 0.0569 + 0.000002sm; 35+ 0.000001R
— 0.0000048sM,5 — 0.000013nt,5 4
Volume = 80.7 + 0.00304sm;35— 0.00555smys
—0.0187entys (5)
Density = 0.018 — 0.00028@0ry, + 0.000137%0rys
—0.00019C0r; 35+ 0.000081dmy — 0.00053%nt; 35
+ 0.000094con; 35 + 0.00054%ntys (6)
Canopy Openness = - 1129 + 0.214nty, + 0.136R
—0.0865c0r; 35+ 0.0137con 35 + 0.143asmy, — 0.101G (7)

LAl = 0.556 — 0.00208B + 0.000573F0n, — 0.00337or,
+ 0.000695dmg — 0.00011%smy, + 0.00354c0r 45 (8)

The direction is not a determining factor in the modatsl
none appear to occur predominantly. It is alsoidliff to
pinpoint a single co-occurrence measurement tlaadstout.

In models with few parameters, the ASM seem to be
reoccurring (Eg. 4 and 5). Entropy seems to comseond
place. It is likely that the diversity of measurernseis the best
asset of these models and accounts for their shreighen

all texture features are analyzed together, it lbanverified
that Second Angular Moment and Entropy are predantin
for the best results (basal area and volume). Tinestels are
but indicative of the condition of the riparian ést and are
probably not directly applicable in another regibtawever,

but they can be used regionally to orientate thmarian
restoration efforts that are currently being uraleh in
various watersheds of Northern Minas Gerais byRbeest
Institute of MG.
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4. CONCLUSIONS AND FUTURE WORKS

In this article two methodological approaches wesed to map
and model the structure of riparian vegetation irBrazilian

savanna region. For this, combining a high resofutimage, the
MAGIC segmentation/classification software and thge uof

texture measurements was evaluated. The resulterdrate a
great capacity of the MAGIC program to identify mgs of

riparian forest without the need of field data. Fis step, the
best results were obtained by using all four spéttands of the
Ikonos image and a sufficient number of classestmunt for the
wide variety of land cover within the non-riparielass.

Statistical analysis between the parameters olataimehe field

and image processing results permitted the creafiemplanatory
vegetation structure models applicable regionallhhe best
models were obtained for the allometric variablasab area and
volume (0.61 and 0.66), using window size of 11yldels and

distance analysis of four pixels. The direction did appear to be
critical but some texture parameters (ASM and Ey@re more
frequently chosen by the stepwise feature selechwreover, it

is the diversity of measurements that appear todst effective.

Future work will include a much broader range obtglin
different segments of the river in the hope of tngaa more
robust set of models. Texture feature will alsasale direction-
invariant. The approach taken here is comparablant@bject-
oriented approach that is much more appropriate High
resolution images. It will eventually be integratedo a single
package.
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THE ROLE OF REMOTE SENSING IN FIGHTING
AGAINST TERRORISM- A CASE OF PAKISTAN

A. Asmat?
2 Survey of Pakistan, Murree Road, Rawalpindi, Pakistan
Technical Commission VII Symposium 2010

KEY WORDS: Remote Sensing, Surveying and Mapping, Data Acquisition, Terrorism, Pakistan

ABSTRACT:

The use of Remote Sensing (hereafter called RS) in the exploration and monitoring of natural resources inherited by land as well as
planning and development domains is not innovative and new to the geospatial community. However, benefiting from RS to fight against
terrorism can be an innovative and a new approach for many countries such as Pakistan and geospatial community working on this most
significant issue in the current global scenario. The growing number of terrorist attacks in recent years in Pakistan has added a new
dimension and value to the use of RS data and its analytical capabilities such as pattern recognition in the country. As reliable and timely
supply of geospatial data is not only needed by security agencies but also by the rescue workers and teams to save loss of human lives.
But the dilemma is that such data sets are mostly outdated and it is not possible to update these data sets through ground survey
operations due to law and order situation of the country that started about five years ago and has not ended yet. A possible solution to the
situation could be to have an intersection of traditional military warfare tactics and making maximum use of geospatial knowledge and
technologies such as remote sensing for a symmetric warfare. Therefore, this paper takes a closer look at the potential supporting role of
RS to help antiterrorism and rescue efforts in geospatial domain of Pakistan.

1. INTRODUCTION

Geospatial technologies such as GIS and Remote Sensing (RS) are  operational strategies for saving life and property in real time. This

being used for identification, monitoring, tracking, exploration and s the point where RS and geospatial data play a critical role in

extraction as well as planning analysis of natural resources in  effective response and recovery efforts as argues Hiatt, 2002;

addition to environmental protection and sustainable development. Huyck and Adams, 2002; Logan, 2002; Williamson and Baker,

Sustainable development which aims at improving the quality of ~ 2002.

life is one of the main goals of many countries around the world.

Therefore, many national planning and development processes in

different countries are based on such achievement. However,

terrorism would present a major threat to sustainable development

or a sign of its failure. Having said that, appropriate security

measures, can contribute to reduction of impacts of terrorism and

consequently facilitating the achievement of development goals in

the countries like Pakistan. In this respect, considering the crucial

nature of geospatial data for security measures as well as rescue

efforts, and considering current problems on availability,

accessibility and usage of updated geospatial data for security

measures, RS can be an appropriate instrument for facilitating

anti-terrorism and rescue activities with provision of updated

geoinformation. The conceptual, practical and instrumental

aspects of RS were and are still the areas of interest for scientific

and researcher communities. However, benefiting from RS to fight Figure 1. Growing terror-related incidents in Pakistan since 2001

against terrorism, the focal point of this research, is an innovative (Source of Numeric Data: http://ejang.jang.com.pk/3-18-2010/ )

approach for many countries like Pakistan as well as geospatial

scientific and researcher communities working the world over. The timely provision of geospatial data and information of the
targeted area is needed by the rescue workers and teams to save

The growing number of terrorist attacks in recent years in Pakistan ~ loss of human lives. A solution to the situation could be the use of

as displays figure 1, has necessitated the use of geospatial  geospatial knowledge and technologies such as remote sensing

technologies such as RS and GIS. The fact is, terrorist activities  (RS) for provision of updated geospatial information to the needy

are hard to forecast and very difficult to counter especially suicidal ~ teams. Therefore, this paper takes a closer look at the potential

attacks. However, the real challenge is to quickly adopt supporting role of RS to help antiterrorism and rescue efforts in

methodologies that facilitate the development of prompt as well as  geospatial domain of Pakistan.
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2. WHY REMOTE SENSING

2.1 Ground Realities in Pakistan

Decisions, strategies and action plans are outcome of analysis that
is based upon data. Therefore, to make sound decisions, objective,
reliable, accessible and usable (Asmat, 2009) data is needed and
data that is outdated can not be treated as reliable. As such updated
data is inevitable for sound and efficient decision making. Remote
sensing has emerged as one of the top shelf data collection
technologies to acquire updated data in real time phenomenon.
Survey of Pakistan, being the national mapping organization is
responsible for collection, maintenance and delivery of geospatial
data and services. Land survey through obsolete methods like
Plane Tabling was and still is in use to collect geodata. Such data
is then converted into digital vector format that takes months. And
truth is, topographic and social landscape of the country is
changing so rapidly that when map from the collected data is
prepared and disposed off, it is already outdated. A comparison of
existing data collection methodologies and remote sensing is listed
in Table 1.

Plane Tabling Method
Collected data is in analogue

Remote Sensing Method
Collected data is in digital

format format
;'::ﬁotgkmg data collection Quick data collection method

Fair weather is essential for
data collection operation

No such condition apply due
to availability of RADAR &
LIDAR

No such condition apply

Satisfactory law and order
situation is prerequisite
Data of features existing on
ground, is collected only

Data of features existing on
and beneath ground is
collected

Quick updation is possible as
satellites revisit the same
location weekly or daily in
Some cases.

Updation process is
cumbersome

Table 1. Comparison of Plane Tabling and Remote Sensing Data
Collection Methods

From Table 1, it is obvious that RS is the right technology to be
used for data collection or update data in the current scenario of
Pakistan. It is recommended, that Survey of Pakistan should make
use of its resources such as human, satellite imagery of entire
country at 1 meter resolution and technologies for geoinformation
extraction and its updation through RS technologies that
fortunately exist in the department.

3. THE SUPPORTING ROLE OF REMOTE SENSING
3.1 For Counter Terrorism

From figure 1, it can be interpreted that out of 322 terrorist
incidents, 202 incidents that make up more than 62% of the total
number of terrorist incidents took place in areas of Quetta,
FATA/Lower & Upper Dir, Peshawar as well as Swat. Some of
the common factors in all these locations are:
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These areas are relatively less developed

The areas are dominated by mountain ranges

The law and order situation in the areas is poor
Maps available in Survey of Pakistan of the areas are
mostly outdated

Communication infrastructure in theses areas is poor
The areas are located near Afghanistan border

China

*Swat

Afahanistan
*Peshawar

*FATA

*Quetta India

Iran

Figure 2. Areas mostly hit by terrorists in Pakistan since 2001

From Figure 2, it is evident that due to mountaineous areas, the
administrative bodies, security agencies and rescue teams may
have faced great difficulties to access the effected area, as no
updated information of the area is available since 2001. In this
scenario, the use of RS to generate and extract information from
satellite images is the only viable solution. Moreover, trenches and
under ground bankers are also reported in media
(http://pakobserver.net/detailnews.asp?id=21126) that were and
are still being used by terrorists as hideouts. To identify such
underground locations is only possible with the help of RS
technologies as described in Table 1. Therefore, the arguments and
real life example presented so far, proves and underscores the
supportive role of RS for antiterrorism and rescue efforts. Brief
summary of importance of RS for antiterrorism and rescue efforts
is tasulated as Table 2.

Value for Antiterrorism and
Rescue Efforts

Characteristics of Remote
Sensing

Provision of updated
geoinformation

The use of updated information
by counter terrorism and rescue
teams is fundamental to save
loss of human lives and the

property.

It is essential to track enemies
hidden in caves and identify
explosives buried in ground for
safe movement of antiterrorism
and rescue teams.

Identification of under ground
objects

Pattern recognition Usually video messages of
terrorists recorded in open and
hilly areas are broadcasted by

media. RS can be used to easily
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identify such areas.

Quick information generation | Digital classification can be
applied to generate information
of the effected areas.

Image Maps Satellite images can be
converted into image maps by
overlaying image and vector
data of existing maps.

Table 2. Supportive Role of Remote Sensing for Counter
Terrorism Activities

4. CONCLUSION AND RECOMMENDATIONS

The use of remote sensing(RS) technologies, knowledge and data
for exploration, understanding, determination, and monitoring of
factors and their linkage that affect environment, sustainable
development and natural resources is not innovative and new to
the scientific and researcher communities. There is nothing new
about it. However, research should be geared towards benefiting
from RS to fight against terrorism that effects the environment,
economy and sustainable development activities of a country
most. One of the important aspect and after myth of terror related
incident is availability and provision of updated geoinformation of
the effected area. Remote sensing technology, knowledge and data
can be benefited substantially to identify terrorist hideouts over
ground, underground as well as for rescue efforts to save precious
loss of human lives and property. RS has played a magnificent
role in symmetric warfares, which are comparatively difficult
warfares. Therefore, RS technology has become a backbone of not
only current warfare scenario, but countering terrorism which is
dire and emergent need of the day.
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ALSBASED CLASSIFICATION OF THE VERTICAL VEGETATION STRUCTURE
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ABSTRACT:

In this paper we describe an approach to classify forested areas based on their vertical vegetation structure using Airborne Laser
Scanning (ALS) data. Surface and terrain roughness are essential input parameters for modeling of natural hazards such as
avalanches and floods whereas it is basically assumed that flow velocities decrease with increasing roughness. Seeing roughness as a
multi-scale level concept (i.e. ranging from fine-scale soil characteristics to description of understory and lower tree level) various
roughness raster products were derived from the origina ALS point cloud considering specified point-distance neighborhood
operators and plane fitting residuals. Aiming at simplifying the data structure for use in a standard GIS environment and providing
new options for AL S data classification these raster layers describe different vertical ranges of the understory and ground vegetation
(up to 3 m from ground level) in terms of overall roughness or smoothness. In a predefined 3D neighborhood the standard deviation
of the detrended z-coordinates of all ALS echoes in the corresponding vertical range was computed. Output grid cell sizeis1 min
order to provide consistency for further integration of high-resolution optical imagery. The roughness layers were then jointly
analyzed together with a likewise ALS-based normalized Digital Surface Model (nDSM) showing the height of objects (i.e. trees)
above ground. This approach, in the following described as ‘vertical roughness mapping’, enables classification of forested areasin
patches of different vegetation structure (e.g. varying soil roughness, understory, density of natural cover). For validation purposes
in situ reference data were collected and cross-checked with the classification results, positively confirming the general feasibility of
the proposed vertical roughness mapping concept. Results can be valuable input for forest mapping and monitoring in particular with
regard to natural hazard modeling (e.g. floods, avalanches).

1. INTRODUCTION screes and boulders, (2) shrubs or mountain pines, (3)
herbaceous and grass vegetation including low bushes, and (4)
Surface and terrain roughness is an essential parameter for  compact grassiand or solid rock. Depending on the exposition
assessment and modeling of natural hazards such as avalanches  various skid factors are derived from these surface types (see
and floods (Margreth & Funk 1999, Werner et al. 2005,  Table 1). Surface roughness is relevant for glide avalanches on
Schumann et al. 2007). Basically it can be assumed that flow  micro-level aswell as for snow slabs on meso- and macro-level.
velocities decrease with increasing roughness (Gomez &  The estimated skid factors are introduced in snow gliding and
Nearing 2005). Roughness can be seen in various scale levels,  snow pressure modeling (Holler et al. 2009). In the field of
ranging from fine-scale soil characteristics to terrain features.  hydrology surface roughness is introduced in runoff models for
On the micro-level soil roughness is described in a range of  detecting superficial flow velocities (Lavee et a. 1995, Rai et
millimeters to centimeters. Relevant parameters in that context al. 2010). Assessment of roughness is thereby based on a coarse
are land cover types such as herbaceous and grass vegetation.  surface and vegetation classification. Markart et al. (2004)
Relevant meso-level roughness features include objects and  identified six classes ranging from very flat to very rough.
vegetation in a range of decimeters to meters, such as shrubs Different types of vegetation can span several roughness
and boulders. The macro-level is determined by topography and  classes. In particular this applies to forest locations, where
terrain features, whereas the scale ranges from one to hundred surface roughness is depending on specific low-vegetation
meters (Jutzi & Stilla2005). cover. Accordingly further parameters are needed for
classification. E.g. for virgin soils the dominance of migrating
In state-of-the-art avalanche modeling approaches empirically  plants is relevant. For grassiand land use strongly affects
developed roughness schemes based on a set of varying land  roughness characteristics (pasturing, ski slopes, hay meadows).
cover types are implemented (McClung 2001, Ghinoi & Chung  |n moist locations the moss rate is crucial, while for areas with
2005). Such land cover classification can eg. consist of (1)  bushes particularly the type of plant cover is relevant.

*  Corresponding author.
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Land cover class Range Skid factor
1 | Screesand boulders >30cm 12-13
2 | Shrubs or mountain pines >1m 16-18

Mounds w. veg. cover >50cm

Cattle treading

Screes 10-30cm
3 | Grassveg. incl. low bushes <1lm 20-24

Fine debrismixed withveg. | <10cm

Small moundsw. veg. cover | <50cm

Grass veg. incl. superficial

cattle treading
4 | Compact grassland 26-32

Solid rock

Fine debris mixed with soil

Moist sinks

Table 1. Skid factors assigned to land cover types featuring
varying roughness (Margreth, 2007).

The current standard way of assessing surface and/or terrain
roughness is using empirical methods in the field. Taking the
macro-level as example, terrain features are described
approximately via wavelength and amplitude of sinusoids.
Roughness assessment on meso- and micro-level can be carried
out by fitting ductile sats to the surface. All these methods
require on-site inspections which gets extremely time-
consuming and costly for large-area assessments. Remote
sensing offers the advantage of an area-wide standardized
survey and is expected to deliver roughness assessments in
comparable accuracy.

In this paper we describe an approach to classify forested areas
based on their vertical vegetation structure using ALS data. We
see roughness as a multi-scale level concept, i.e. ranging from
fine-scale soil characteristics to description of understory and
lower tree level. Results of our ‘vertical roughness mapping’
concept can be valuable input for forest monitoring in particular
with regard to natural hazard modeling.

2. STUDY AREA AND DATA

The study area covering approximately 10 square kilometersis
located in the ‘Bucklige Welt’, a hilly region in the south-
eastern part of Lower Austria (about 70 km south of the Vienna
basin) also known as ‘land of the 1,000 hills' (see figure 1).
Widely dominated by forest of varying characteristics (i.e.
deciduous, coniferous, and mixed forest) this is a typical rura
area interrupted by a few small settlements (e.g. Hafbach,
Kirchau, Kulm) and patches of agricultura land. In line with
the overall characteristics of the ‘Bucklige Welt' region the
study site which belongs to the municipal area of Warth
features hilly terrain conditions with maximal 300 meters
elevation difference.

Employing a full waveform Airborne Laser Scanning (FWF-
ALS) system ALS data were acquired in the framework of a
commercial terrain mapping project covering the entire Federal
State of Lower Austria (acquisition period: spring 2007). In
spring favorable leaf-off conditions without snow cover could
be guaranteed. For the presented research project 3D point
clouds organized in tiles and consisting of XYZ coordinate
triples (ASCIl XYZ format) were delivered. Originaly ALS
inherent information about scan geometry and radiometric
information was not available for further analysis.
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Figure 1. Study area‘Bucklige Welt', Lower Austria.

3. ALSBASED ROUGHNESS DESCRIPTION

This paper concentrates on products based on parameters that
can be derived directly from the ALS point cloud. Only by
using the 3D point cloud maximum information content is
guaranteed, while preserving the highest data density and not
introducing any biasing decisions on suitable target raster
resolution, filter or aggregation strategies (Hofle, 2007). On the
end-user side however, it is much more convenient and
applicable to deal with pre-processed ‘roughness images, i.e.
featuring substantially reduced amount of data and simple raster
data structure, which can be dealt with easily in standard GIS
and remote sensing software packages. Computation of
additional point cloud attributes and subsequent generalized
raster layers requires a sophisticated software implementation,
including both the mathematical definitions and intelligent
management of the large amount of data which arises when
working with high density laser point data.

In the following paragraphs different roughness parameters
caculated on the basis of the initial ALS point cloud are
described and resulting raster layer products are illustrated. In
the definition of surface roughness in this context all ALS
terrain points within a 0.2 m range to the ground are considered.
The terrain roughness concept on the other hand just comprises
objects (i.e. point clusters) close but explicitly above the terrain
(>0.2m), whereas two different vegetation story layers were
analyzed for this paper: (1) very low brushwood or undergrowth
from 0.2m to 1.0m such as bushes and shrubs, and (2)
understory vegetation from 0.2 m to 3.0 m, e.g. being indicative
for different tree types.

As the objective of the presented approach was to ‘look through
the forest canopy’ and map the entire vertical vegetation
structure (i.e. ‘roughness’ on various levels inside the woods)
non-forested regions were masked out using a previously
derived forest mask. This mask had been produced
implementing an integrated analysis approach considering
aerial imagery and AL S data (i.e. Object-based Image Analysis,
OBIA).
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Figure 2. Surface roughness raster layer (1.0 m resolution), classified in 4 roughness categories from smooth (red) to rough (blue).
Non-wooded areas are masked out (in light yellow). Detail: Smoothed visual impression through applying afocal mean operator.

3.1 Surface roughness (SR)

Surface roughness was defined as small scale height variations
up to afew decimeters above ground. In mathematical terms the
standard deviation of the detrended z-coordinates of all ALS
terrain echoes is computed. The detrending of the ALS heights
is important for slanted surfaces, where else the computed
standard deviation would increase with increasing slope (i.e.
height variation), even with the surface being plane. The unit of
the subsequently derived SR parameter is in meters and can be
compared between different flight epochs and ALS systems.
Further algorithmic details can be found in Hollaus & Hofle
(2010).

Figure 2 shows a derived SR raster layer featuring a terrain
related variation of £0.2m (-0.2 < dz < 0.2). All laser echoes
within a 1.0 m neighborhood were considered in the plane
fitting and standard deviation calculation process. The finally
derived SR raster layer has a spatial resolution of 1.0m, i.e.
with the mean standard deviation value of al points falling in
one predefined 1.0 m grid cell attached as attribute. Using four
classes for visualization gives a good first indication on regional
surface roughness variations in the study area. More than 50%
of the total forested area is thus classified as having a very
smooth surface (red, yellow) and around 25% show dlightly
higher deviations (green, blue). White pixels display ‘no data
areas, i.e. areas where no information about the immediate
surface is available. These can be data errors, but primarily it is
due to the forest canopy being too dense thus preventing the
laser beam from reaching the ground.

The detail image displayed in Figure 2 is the result of applying
a foca neighborhood function to the original raster. The mean
value of al cells of the input raster within a specified
neighborhood is calculated and assigned to the corresponding
cell location of the output raster. For the described raster a
circular neighborhood (10 m radius) was chosen, i.e. al grid
cells having its centers encompassed by this circle are included
in the calculation. Using focal operations is a form of
generalization smoothing the visual impression of the input
data. It is particularly valuable for identifying hot spot regions
and spatia patterns in heterogeneous raster data. It is very
important to decide first how to deal with existing ‘no data
values in the input data. For the displayed SR raster the option
of ignoring ‘no data’ valuesin the calculation was chosen.
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Another possibility would be to assign ‘no data’ to the output
grid cell in case any of the considered neighboring cells has a
‘no data’ value. With just around 15% of the pixels in forested
areas featuring ‘no data’ values it was decided to accept
uncertainties entailed with ignoring those pixels and rather ook
at resulting generalized regional spatial patterns. It becomes
clear that in the northern woods of the study area very smooth
surfaces prevail while in the more heterogeneous southern parts
surface in general tends to be rougher.

3.2 Terrainroughness(TR)

Terrain roughness is described as the unevenness of the terrain
surface (including rocks and low vegetation) at scales of several
meters. In mathematical terms this implies calculation of the
standard deviation of height of non-terrain ALS echoes above
terrain (normalized height) within boxes of predefined size. In
contrast to the SR computation, only echoes close but above
terrain (>0.2m) are considered for the TR derivation. Two
different vegetation story layers are analyzed in this context,
one considering very low brushwood or undergrowth between
0.2m and 1.0 m (e.g. bushes and shrubs; TR I; Figure 3) and
the other considering understory vegetation between 0.2 m and
3.0m (TRII; Figure4). The second layer is particularly
valuable for identifying different types of trees (e.g. large
coniferous trees with few - mostly cut - branches in the lower
levels or broadleaf trees with just stem and crown compared to
smaller trees with branches hanging down to the ground).

Figures 3 and 4 show that these two TR parameters yield much
more ‘no data’ vaues than the previously described SR
parameter (>70% for TR 1, >60% for TR Il compared to ~15%
for SR). Besides the same potential causes mentioned above
being (1) data errors or (2) very dense tree crowns preventing
the laser beam reaching the analyzed height level, no
information in the ALS data can also signify empty space in
redlity. So, in fact even ‘no data’ values can provide valuable
information in that context. Looking at the study site overview
it is apparent that there is more TR data recorded in the
southern parts of the study site. Anyhow, at this level of detall
also in those areas just very little variation is detected in TR 1.
Vaues in TRII show a dlightly different picture, with (1)
featuring a somewhat higher information density (i.e. 37% vs.
27% for TR 1) and (2) featuring more variation (i.e. mean value
of 0.22 vs. 0.05in TR ). The latter is aso related to the larger
vertical focus of this specific parameter (0.2 < dz < 3.0).
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Figure 3. Terrain roughness- TR 1.

Looking at the TR raster layers in more detail (details in
Figures 3 and 4) local fine-scale roughness variations become
visible. The spatial distribution of available information is very
similar. The dlightly higher data density in TR Il can be an
indicator of (1) vegetation being very dense in this story thus
again preventing the laser beam to reach lower levels or (2)
higher vegetation with branches starting somewhere around eye
level, but not having any undergrowth beneath.

4. VERTICAL ROUGHNESS MAPPING —
INTEGRATION OF MULTI STORY BACKSCATTER
INFORMATION

After computing the ALS point cloud based roughness raster
layers as described above they were jointly analyzed and
combined, whereas a novel roughness classification scheme was
developed, further referred to as ‘vertical roughness. This
novel roughness mapping concept incorporates information
from various vegetation height layers using the capability of
full waveform ALS, i.e. recording the entire backscatter
spectrum from treetop to ground. It thus not only gives an
indication of surface roughness patterns (limited to a very small
height threshold above ground), but also includes information
on the variance of brushwood (such as bushes and shrubs) and
understory vegetation (up to 3.0 m). Results of the roughness
classification were finally validated with in situ data from a
field survey conducted in April 2009. The following paragraphs
are dedicated to advanced classification and analysis of the
AL S-derived roughness raster products. First, SR and TR layers
were jointly analyzed with regard to identification of significant
spatial patterns in terms of intensity and accumulation of
roughness echoes. Adding yet another dimension to this
integrated classification process — absolute vegetation height as
illustrated by a nDSM — rounds off a novel approach of
mapping roughness in wooded areas on multiple vertical levels,
from now on called ‘vertical roughness mapping (VRM)'.

According to the basic objective of distinguishing smooth and
rough surfaces, the SR raster was binary recoded with the
threshold defined at SR = 0.05 m plus one additional ‘no data’
category. Grid cells featuring SR values larger than 0.05 were
thus considered rough, while all values below that threshold
were considered smooth.
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Figure 4. Terrain roughness- TR II.

Regarding the structural undergrowth information inherent in
the two TR raster layers a dightly different, but yet binary
classification approach was chosen. One class of pixels depicts
areas where echoes are recorded in both the lower vegetation
level TR (very low brushwood or undergrowth up to 1.0 m)
and the level of understory vegetation up to 3.0m TRII. The
second category includes regions where echoes were just
recorded at the level of TR II, but no data exist on the lower
level of TR 1. Again an additiona class for ‘no data’ cells was
appended.

The combination of these reclassified SR and TR products ‘x-y’
(X ... TRieg, ¥ ... SRreq) With each layer featuring three value
facets (1, 2, no data) resulted in a set of nine possible new
classes (3* 3 categories) describing different multi-level
roughness characteristics. Most frequent classes are the
categories with x=0 (0-0, 0-1, 0-2), i.e. having no TR data
records, whereas 0-1 particularly stands out. This class covering
about one third of the study area (33.4%) delineates areas with
smooth surface and no recorded echoes in both levels of
understory vegetation (TR1 0.2mto 1.0m, and TRl 0.2 m to
3.0m).

In the previous steps information on the vertical distribution of
recorded echoes within a range of 0.2 m to 3.0 m above ground
was considered for VRM. In order to get an overall picture of
the vertical vegetation structure another dimension was added
by integrating the nDSM as third input variable, i.e. absolute
height information classified in 4 story layers. The first
category (‘O-x-y’) is defined as ‘vegetation up to 3.0m’
covering about 9% of the total area. As this class boundary
coincides with the upper boundary of TRII, the nDSM
integration does not expand the vertical roughness information
content in these areas. The biggest part of the test site's wooded
area (65.8%) is covered by trees which are between 10 m and
25m high (category ‘2-x-y’). Integrating an additiona
information layer with 4 possible values to the concept results
in 36 (3* 3* 4) classes eventualy describing the full vertica
vegetation structure. Figure5 shows the new extended
classification scheme — ‘vertical roughness mapping extended
(VRM®)'" — applied to a detail of the study area. The aeria
image is given for comparison in order to provide an impression
of the heterogeneous forest structure, which is already visible
without even knowing how it looks like beneath the tree crown.
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Figure 5. Vertica roughness map and classification scheme for
adetail of thetest site, and aerial image for comparison (D).

In fact five classes out of the 36 categories stand out each
featuring more than 5% and in total covering about 60% of the
test site. 22 of the remaining classes just account for less than
2% each. The by far most dominant class (25%) is ‘2-0-1' (light
green in Figure 5) featuring an overall height between 10 m and
25m, smooth surface and no echo records regarding
undergrowth. In general nearly 65% of the total forest area
shows no backscatter records in the mid-vegetation level (i.e.
the ‘h-0-y’ category group). In case some kind of undergrowth
is present, most of the times it spans the whole vertical range
between 0.2 m and 3.0 m above ground, i.e. echoes recorded in
both TR and TR Il aswell as ‘rough’ surface conditions (‘h-1-
2. 18%). When looking at the ‘h-1-y' type, thus ignoring
surface variation, these regions even cover 27.5% of the total
study area. Classes with TR information exclusively recorded in
the higher level of understory vegetation between 1.0 m and
3.0m (i.e. the ‘h-2-y’ category) occur just very sparsely
covering a total of less than 10% of the study area. Pixels
assigned to these classes can mainly be attributed to large trees
with branches reaching down to the 3.0 m range but not al the
way down to the ground.

5. VALIDATION

For validating the results of the ALS based vertical roughness
mapping in situ reference data was collected. The field survey
was done on April 16, 2009 taking HalRbach (village in the
southwest of the test site, see Figurel) as starting point.
Locations of reference points were stored using a Garmin eTrex
GPS handheld model.
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Extensive photo documentation was an essential part of the data
collection allowing capturing a certain neighborhood around
fixed reference point locations. A total of 24 points was
collected in the course of the field survey whereas the focus
was on getting a representative point set featuring different
types of vegetation including scrubs and brushwood.

For this paper two selected reference points of varying
characteristics will be presented in detail serving as examples
for cross-vaidating ALS derived roughness and redlity
conditions. Figure 6 shows the vertical roughness map (VRM®)
for the examined area with the aerial image included for
comparison and orientation reasons. For each of the two
reference points (no. 463 and 464) a vertical-bar graph is
presented illustrating the VRM® pattern (class ratios) within a
10 m neighborhood (marked with red circles in the map). To
illustrate reality conditions pictures from the field survey are
shown in the bottom part of the figure (463: P1, 464: P2).

First, spatial roughness patterns as illustrated in the raster map
and class ratio numbers are analyzed. For reference point 463 a
good portion of its immediate neighborhood (63%) is classified
as ‘1-1-2° (light yellow in Figure6), i.e. overall rather low
vegetation height <10 m, recorded echoes in both terrain layers
(TR1 and TRI), along with ‘rough surface’. With respect to
the entire study area thisis avery untypical picture with ‘1-1-2’
just covering less than 3% in total. These ALS-based ratio
values shown in the vertical-bar graph are confirmed by looking
at the collected reference data, with photo P1 showing dense
low-level deciduous vegetation with branches and leaves
throughout the vertical range. Also in an additionally available
reference data set (provided by the Research and Training
Centre for Forests, Natural Hazards and Landscape, BFW) this
region is qualitatively described as ‘young and very dense
deciduous forest including undergrowth’. 21% are classified as
*1-2-y’ (light green) while the remaining 16% are assigned to
‘0-2-y’ (orange), i.e. no recorded echoes in TR at dlightly
varying overal tree height. As surface information is available
anyhow (either smooth or rough) it is unlikely that too dense
top-level vegetation prevented the laser beam from ‘seeing’ the
lower level. As during the field campaign indeed some parts of
this specific forest patch were observed not featuring any low-
level brushwood the classified VRM® information can be
expected to be correct and significant.

Reference point 464 shows a completely different picture.
Photo P2 in Figure 6 displays mixed and rather loose vegetation
including e.g. large coniferous trees, small broadleaf bushes and
leaf-covered surface. Thisis confirmed and even emphasized by
the ALS based VRM?®. Looking at the class ratio values shown
in the vertical-bar graph and at the raster layer no predominant
category can be detected, but rather a heterogeneous mix of
various roughness classes in the immediate neighborhood of the
reference point. From bare soil (‘0-0-1') to the largest trees (3-
x-y) the entire range of roughness categories is present.

Photo documentation not necessarily delivers representative
results, also because of directivity. However, during data
collection attention was paid to that issue. As the field survey
was carried out about two years after the ALS data had been
recorded, data mismatches can be due to that tempora
variation. Summing it up results are very encouraging and it
seems that advanced vertical roughness mapping is possible at a
certain spatial level of detail based on ALS information.
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Figure 6. In situ vaidation of VRM®,

6. CONCLUSION AND OUTLOOK

In this paper a novel approach of data classification and
revaluation was presented with the focus on identifying
‘roughness on various vertical levels in wooded areas.
Roughness parameters and corresponding raster layers were
calculated and jointly analyzed in order to develop a novel
roughness classification scheme considering the entire vertical
structure of vegetation from surface to treetop. This
classification procedure can be outlined as vertical roughness
mapping (VRM).

Results of the roughness classification were cross-validated
against collected in situ reference data indicating a high level of
thematic accuracy. As follow-on anaysis severa ways of
smoothing the VRM® ragter files (i.e. information-preserving
‘intelligent’ generalization) will be tested in order to derive
areal roughness hot spots useful for terrain related hazard
assessments (e.g. water hazards, mass movements).
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ABSTRACT:

Satellite based observation of nocturnal lightipgrs up a variety of research and applicationdidiealing with impacts of light on
the environment. The National Oceanic and Atmosphadministration’s National Geophysical Data Cen{BIOAA-NGDC)
processes and archives nighttime lights data aeduiy the U.S. Air Force Defense Meteorologicaletlitd Program (DMSP)
Operational Linescan System (OLS). Initially desidrio detect moonlit clouds this sensor is equippitid a photomultiplier tube
intensifying the visible band signal at night andhleling the detection of lights present at theaaefof the earth. It thus provides
up-to-date information on the location and impamtez of oil and gas producing facilities, heavilyfishing boats and the artificial
night sky brightness that can extend many kilonsetert from urban settlements. Artificial night ltgig represents a direct threat to
marine ecosystems and is an excellent proxy medeunadirect impacts such as human associatednahneater pollution. A
growing body of evidence indicates that artifigl brightness is an important stressor for mangimaarganisms, including birds
and fish. In this paper we present selected ‘eq@diegiions’ of nighttime Earth Observation includiassessment of light pollution
impact on coral reefs and sea turtles. Coral reefshighly photosensitive, i.e. many species synulzeotheir spawning through
detection of low light intensity from moonlight aridef structure is strongly influenced by illumiicai. Settlements and other
artificial sources of lighting provide illuminatiobrighter than the full moon, especially at shonevelengths. Seabirds are
intimately linked with the light features of thenvironments since they are nocturnally active.ti@nAzores Islands a campaign
was initiated reporting light-induced falls of maeibirds. Results will be presented of taking ttesglable in situ data as reference
for analyzing spatial correlations of altered eomimental conditions and actual impact cases.

1. INTRODUCTION 2. NIGHTTIME EARTH OBSERVATION

A consequence of the explosive expansion of humarsatellite based observation of nocturnal lightingems up a

civilization has been the global loss of biodiversind changes
to life-sustaining geophysical processes on Edttie. footprint
of human occupation is uniquely visible from spacéhe form
of artificial night lighting, ranging from the bung of the
rainforest to massive offshore fisheries to omrépre lights of
settlements and connecting road networks. The regdie
global mapping of nighttime lights from space opens a
variety of research and application fields deakwith human
impacts on the environment. Artificial night lighgj represents
a direct threat to marine ecosystems and is anllextgroxy
measure for indirect impacts such as human assdcétronic
water pollution. A growing body of evidence indieatthat
artificial sky brightness is an important stresssmmany marine
organisms, including birds and fish. Increasing eaesh
activities on assessing ecological consequenceasurtiffcial
night lighting (‘ecological light pollution®) in recent years have
attracted the attention of both scientists and rjalists
(Longcore & Rich, 2004; Rich & Longcore, 2006; H@2908).

* Corresponding author.
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variety of research and application fields dealivith impacts
of light on the environment. The National Oceaniod a
Atmospheric Administration’s National Geophysical at®
Center (NOAA-NGDC) processes and archives nighttigtetd
data acquired by the U.S. Air For€esfense Meteorological
Satellite Program (DMSP) Operational Linescan System
(OLS). This sensor was initially designed for claudnitoring
using a pair of visible and thermal spectral bandith the
DMSP satellites flying in sun-synchronous, lowtaltie polar
orbits and with a swath width of 3,000 km each QioBects a
complete set of imagery of the earth twice a daynight a
photomultiplier tube (PMT) intensifies the visibband signal
in order to enable the detection of moonlit cloudkereas the
boost in gain allows the observation of lights présat the
surface of the Earth. Most lights can be linked hteman
settlements (Elvidge et al., 1997) and ephemeras f{Elvidge
et al., 2001a), but also gas flares and offshaatqyins as well
as heavily lit fishing boats can be identified.
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| F-15

| F-16

Figure 1. DMSP satellites and their respectivesced time
span used for time series analyses.

Nighttime image data from individual orbits meetimye-
defined quality criteria (i.e. referring to geoltioa, sunlight,
moonlight, cloudiness conditions) form the basistf@ annual
global latitude-longitude grids with 30 arc secomsolution
cells corresponding to approximately 1 km? at thaator (see
Aubrecht et al., 2008 for more detailed explanatiom data
selection criteria and data composition).

Figure 2. Lights Proximity Index relative changece 1992:
(1) settlements, (2) fishing boats, (3) gas flares.

The data was obtained from ‘Reefs at Risk’ (Bryaral £t1998)
and originates from

NOAA's NGDC stores and maintains the long-term DMSPprogramme - World Conservation Monitoring Centre (BNE

archive (figure 1), and has built up comprehensixeerience in
nighttime image processing and algorithm developgmelated
to feature identification (e.g. lights and cloudsd data quality
assessment (cp. Elvidge et al., 1997; Elvidge t24101b).
Dating back to 1992 the data archive enables tbhdyation of
a time series of inter-comparable single-year dsgts for
assessing temporal trends in human activity. Conisiglehe

entire available digitally preprocessed time sertemporally
overlapping data from five DMSP satellites are ufmdinter-

calibration: (1) F-10: 1992-1994, (2) F-12: 1994899 (3) F-
14: 1997-2002, (4) F-15: 2001-2009, (5) F-16: 22089.

3. SELECTED APPLICATIONS OF MARINE
ECOSYSTEM MONITORING USING NIGHTTIME
EARTH OBSERVATION

In the following sections we present selected apfibns of
observing exposure of marine ecosystems to astifinight

lighting. First, coral reefs are examined on a global scale,

building up an inventory of stressors (derived fraighttime

lights data) in close proximity to reef locatior&econd, light
pollution was observed on a more regional scaleypewing

temporal patterns insea turtle nesting activity with
anthropogenic beach lighting development in Flarigimally,

this applications selection is concluded with a ready on
mapping light pollution impact omarine birds on the Azores
Islands where a ground data collection of lighteiced bird fall
locations serves as actual impact reference infiloma

3.1 Coral reefs

A growing body of evidence indicates thattificial sky
brightnessis an important stressor for coral and other marine
organisms (Jokiel et al.,, 1985). In addition,
observations of lighting can be used asraxy for other
stressors, such as water pollution from urban areas, fistand
recreational use of reefs.

Coral reef ecosystems are generally found in shallaters,
between the Tropic of Capricorn and the Tropic ofc@anData
indicating the spatial distribution of coral reafosystems are
available on a global scale covering a total afe266,000 km2.
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satellite

WCMC). The initial base data had been converted iaster

format at a spatial resolution of 1km. For furthgpatial

analyses this grid was (re-)converted into a pdataset. In the
presented project a list of 330,490 coral reef plunations is
used where each record is linked with a regionsdiaation

table assigning the reef points to around 150misieographic
regions worldwide (primarily country-/archipelagased).

For a globally consistent assessment of coral egpbsure to
anthropogenic activities, reef stressors have tddvwed from a
spatially and temporally inter-comparable data sewvailable
on a global scale. Based on DMSP nighttime lights,dee

developed an indicator (Lights Proximity Index, ),PWhich

integrates the brightness and distance of lights keown coral
reef sites. Separate LPI values are calculatedtHer three
stressors observable in nighttime lights: (1) husettlements,
(2) gas flares, and (3) heavily lit fishing boakke contribution
of lights to the LPI declines as their distance yafram the reef
site increases. The initial LPI calculation is désd in

Aubrecht et al. (2008).

Based on the digital nighttime lights data archivina series
has been created which enables monitoring of teahgmnds
and detecting areas of improvement and degradationa

regional scale. First results of this temporal dramalysis were
presented by Aubrecht et al. (2009). The currensioa of the
LPI time series includes annual composites of tiiglet lights

from DMSP satellites F10 to F16 covering the yea@92

through 2009.

As illustrated by figure 2, results indicate thahce 1992
lighting from human settlements in proximity to abreefs has
grown (yellow graph), an indication of the expamsiin

population and infrastructure in coastal areas amynparts of
the world. In contrast, lit fishing boats activitylue graph) has
declined. This may be the result of improved regoiaand

management of reef areas, changes in fishing pesctor the
depletion of fish stocks that are amenable to eaptising
bright lights. The LPI time series from gas flafesd graph)
shows a more complex pattern, with dips in 1994 20d1, a
peak in 1997, and a largely steady pattern from22B@ough
2009.

the United Nations Environment
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Figure 3. (1) DMSP nighttime lights and superimgzb€ore
Florida Index Beach locations; (2) warning sign gading the
legal protection status of loggerhead turtle ngstireas (photo, Figure 4. Temporal trends in loggerhead nestinmtoand
www.maxrharris.com/caref(a(3) baby loggerhead properly anthropogenic beach lighting.
oriented towards the ocean (photeyw.dep.state.fl.ys

3.2 Seaturtles To measure the temporal trend in artificial beaadhting
DMSP-OLS data is used, i.e. the annual mean ofigtens
Turtles are reptiles that are tied to the landofdposition (egg-  |ights (1992-2007 time series). Imagery was intgibcated to
laying). There are seven species of marine tutdéay, six of  account for changes in platforms and instrumenttdiations.
which are listed as endangered and one as threatdit®  Opservations from multiple platforms were averagéighttime
reasons for their listings are diverse, but all lruenan-caused: lights data is superimposed on the locations of Gdeeida
loss of habitat, habitat alteration, |”ega| angdbfishing, boat Index Beaches’ where surveys of Loggerhead nesdngrmd
hits, pollution, etc. (Nicholas, 2001). One parcly adverse (see figure 3). The brightness intensity valuestaea summed
effect is light pollution, i.e. the presence ofrieental artificial up for each index beach pixel. Referring to the ratuocturnal
light in the environment.Anthropogenic beach lighting  marine turtle behavior our hypothesis was that remmeiase in
significantly impacts critical nocturnal behaviors of marine  njght lights along Florida’s coast would resultardecrease in
turtles such as (1) the choosing of nesting sites fornyi |oggerhead sea turtle nesting. Comparing the twe ti@ries
incubating, and hatching eggs, (2) the returnintheosea after  results, we find that Florida has decreased ithtrlighting near

nesting, and (3) hatchlings finding their way t@ tsea after pesting beaches, yet total loggerhead sea turtlstinge
emerging from their nests (Witherington & Martif)@). The  continues to decline (see figure 4).

cues for orienting in the proper direction appeabé based

upon natural light. Because of their tendency to enbvthe  The observed 25% decrease in beach lighting si®&s is
brightest direction, hatchlings show an immediatel avell-  most likely due to newly introduced legal restocts. In 1986
directed orientation towards the water in naturahditions.  Florida passed a law requiring localities to retpilaeachfront
Before anthropogenic lighting, dune silhouettes wgpgcally |ighting for the protection of sea turtleBl¢rida Law 161.163

darker than the surf. Now the reverse is often.tr@®  Thjs law was followed by the promulgation of a MbHighting
artificially lighted beaches, hatchlings become dinscted by  Ordinance in 1993.

lighting sources, which leaves them unable to flrelwater and
likely to die from dehydration and predation (Sam@003;
Lorne & Salmon, 2007). Furthermore, light pollutititerally | Excerpt from Florida Law 161.163:
destroys the natural habitat, as beaches becomstabis for
nesting. Adult females favor dark beaches for timeist sites
when emerging from the sea at night, with artifidighting

basically deterring them from doing so (Witheringt@992).

“ Coastal areas used by sea turtles; rules.

--The [Department of Environmental Protection] shedlopt by
rule a designation of coastal areas which are wilizor are
likely to be utilized, by sea turtles for nestifitne department
shall also adopt by rule guidelines for local government
regulations that control beachfront lighting to protect
hatching sea turtles.”

In the presented study nesting activities of Lobgad sea
turtles Caretta caretty along the coast of Florida are examinefl
and set in relation to the development of artificight lighting
as observed by DMSP-OLS (Ziskin et al., 2008). larbgads
live in tropical and temperate oceans and havenargéon time  Looking at the continuous decline in nesting atigegi along

of approximately 45 years. Mature females (apprexéty 30  Florida’'s coast and taking into account the loggarh life
years old) tend to return to their natal beachatptheir eggs cycle, we come to the following conclusions. Tdtajgerhead
(Heppel et al., 1997). Since 1989, the Fish & WifddResearch nesting has declined for reasons other than cormemplevels
Institute of the Florida Fish & Wildlife Conservatio of anthropogenic beachfront lighting. There woulde b
Commission has coordinated the Index Nesting Beachieu approximately a 3@ear lag between hatchling mortality and
(INBS), a detailed sea turtle nestitrgnd monitoring program, lowered nest counts (female maturity at the ag8Mmiyears).

in conjunction with the Statewide Nesting Beach $wrv With the digital DMSP data archive dating back 892, more
(SNBS) program. The INBS program was established avget  than 10 years of data records would still have eéccbllected,

of standardized dateollection criteria to measure seasonalbefore we might be able to observe direct relations
nesting, and to allow accurate comparisons betwssathes Anthropogenic lighting is furthermore expected féee nest
and between years. The INBS program is suited teetlieend site choice on a scale finer than the entire stdté&lorida.
assessments because of its uniformity in beachey effort, Nesting loggerheads are predicted to favor indizidbeach
spatial and temporal detail, as well as the spee@dlannual segments with the lowest levels of anthropogeniating.

training of beach surveyors.
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3.3 Seabirds

Petrels and shearwaters (Fanfyocellariidag are known to
be very sensitive to artificial lights (Imber, 197%ecause they
commonly attend breeding colonies at nighttificial lights
can attract and disorientate birds (Verheijen, 1981; Longcore
& Rich, 2004), particularly fledglings during thdirst flight to
the sea, and many of them thus fall to the grouitt Vatal
injuries, are killed by predators or die to staimat(Le Corre et
al.,, 2002). Oro et al. (2005) reported the increzfspredation
rates by yellow-legged gulls. There are two maiasoms to
explain this attraction: (1) The artificial lightsan lead to
incorrect visual orientation since the first-timavigation to the
sea at night depends on visual cues given from naomhstar
light (Telfer et al., 1987), (2) petrels and shestexs feed on
bioluminescent squids, and inexperienced birds tensearch
for lights (i.e. including artificial lights) to iprove their chance
of getting a meal (Imber, 1975; Klomp & Furness,929
Montevecchi, 2006).

Many petrels and shearwaters have undergone aastibbt
decline in recent times. In accordance to BirdLifeeinational
(2000), more than 50% of these species are thredtenostly
due to the presence of introduced predators andhthact of
commercial fisheries. Although many of these spebieed on
islands inhabited by humans, very few studies foensthe
impacts of artificial lights on their ecology. Inak¥aii, urban
lights were responsible for a large mortality ofrpks (Telfer et
al., 1987; Anley et al.,, 1997). On Réunion Islanijht

pollution induced mortality to all breeding speciefs petrels
(Jouanin & Gill, 1967; Jouanin, 1987; Le Corre et 4B96,

1999). On Canary Island of Tenerife, light-inducedrtality

rates are reportedly of concern for petrels andIshaarwaters
(Rodriguez & Rodriguez, 2009).

In the Azores, the attraction of Cory's shearwateattificial
lights has been known for a long time and since519%
regional government arranges rescue and awareaggmigns.
This protected species is the most abundant seapéedies of
the Azores and is not in threat. Anyhow, populaicare
restricted to the Atlantic and Mediterranean Sed #meir
breeding population suffered a huge effective desén recent
years (Bolton, 2001). During the last 10 years thgidtel
Government has carried out an awareness campaidgd ca
‘SOS Cagarro’, which involves local media asking gleoto
collect fallen birds and follow provided guidelintsrelease the
animals safely (i.e. at the coast during daylighavoid repeated
distraction by artificial lights). Every night dag the months of
October and November, which is the period coingjdiith the
departure of juveniles from their nests for thstfitight to the
sea, the NGO ‘Amigos dos Acores’ (‘Friends of Azjye
formed several groups of volunteers that roam theets and
roads of S&o Miguel island in search of fallen $jrdollecting
all the Cory’s shearwater they found. For each lgitdlad or
alive) exact place and date were recorded. Wel¥irmbught
the data into GIS format in order to be able to itséor
subsequent spatial analyses.

The aim of the presented study is to report liglaticed falls of
Cory’s Shearwater on S&o Miguel Island, the bigistand in
the Azores archipelago, and relate this data watellite-
observed nighttime lights (Rodrigues et al., 20E®sults will
serve as a basis for recommendations and propasiethsato
minimize light pollution stress on Cory’'s Shearwatand
marine birds in general.
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Figure 4. Spatial correlation between fallen bdords and
light intensity. Important bird areas are delindatered.

Figure 4 shows the spatial correlation of Cory's asthater
records from the ‘SOS Cagarro’ campaign and nigiettlight
intensity patterns. The bird counts are classifiedording to
the lighting intensity at that corresponding looatias derived
from DMSP-OLS. Results underline the general lighitysion

problem in the context of adverse alteration of tregural
environmental conditions for marine birds. Nearl3?8 of all

collected birds were found in areas with medium high

lighting intensity, while just about 20% were reded in low
light intensity regions. It can be assumed thattedifallen birds
would have died without the intervention of rescaenpaigns
(Imber, 1975; Le Corre et al., 2002). Fallen birelgen if not
injured, do not fly, but rather try to seek a dailing place
where they would probably die of hypothermia, si#ion,

predation or anthropogenic causes (i.e. trafficdards).

4. CONCLUSION AND OUTLOOK

The DMSP results indicate that it is possible tackr the
brightness and type of nocturnal lighting usingekia¢ data.
Calculated index values (e.g. LPI) can be used gsoay
measure for human stressors that would be diffimuibbserve
in a consistent manner on a global scale. Thisuted
anthropogenic stressors such as polluted urban ffruno
sedimentation, and the recreational uses of matosystems,
which all tend to be higher in proximity to popudet centers.
Regarding the direct impacts of artificial lightindurther
research would be required to quantify the effedtartificial
lighting on reef organisms. On the other handgegdrial studies
have already confirmed direct light pollution impaa both sea
turtles and marine birds (e.g. Salmon, 2003). Bezafishe 30
years time span female sea turtles need to returmdsting
there is however no DMSP data available (i.e. aecldating
back to 1992), which makes it impossible to explamporal
trends in nesting activity using nighttime earttsetvation.

It is known that lighting types vary spectrally ¥iglge et al.
2010) and as a result we recommend that the asalbysi
biological effects take into account the spectiffecences in
lighting types. While the DMSP nighttime lights are
panchromatic, future satellite sensors may promidéispectral
observations of nighttime lights (Elvidge et al.0Z}, enabling
more specific analysis of lighting impacts.
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ABSTRACT:

Rainy clouds having high densities are considered as one of the main causes of flood events, therefore detection and classification of
clouds can be very valuable for flood forecasting. In this study NOAA/AVHRR satellite images were used for object oriented
classification. Sixteen bands were produced and utilized for cloud classification. This included the main five bands of
NOAA/AVHRR and other important information such as albedo of band 1 and 2, brightness temperature of band 3,4 and 5, solar
zenith and azimuth angles, land surface temperature, sea surface temperature, normalized difference vegetation index, deviation of
nadir and cloud height. Multi-resolution segmentation followed by bi-spectral technique and hierarchical classification were
performed using the sixteen produced layers. The obtained kappa coefficient and the overall accuracy were relatively high (kappa=
0.887, overal Acc.= 0.905). The results of the study demonstrated that the object oriented classification can be considered as a

proper method for cloud detection and classification.

1. INTRODUCTION

The detection and classification of clouds in meteorological
satellite data with known pixel based approaches is
principaly based on spectra analyses and every so often
simple spatiad analyses are used additionally. When
classifying structures performed with hundreds of pixels and
relationships between them, these approaches are called
conceptual methods. Object orient classification is a
conceptual method that operates on groups of pixels (image
objects) and defines the relationship between them. There are
two advantages for Cloud classification with object oriented
techniques. First, this approach reduces within-class spectral
variation and generally removes the so-called salt-and-pepper
effects that are typical in pixel-based classification. Second, a
large set of features characterizing objects spatial, textural,
and contextual properties can be derived as complementary
information to the direct spectral observations to potentially
improve cloud classification accuracy (Liu, D and XiaF,
2010).

While a number of studies have shown the object-based
classification over land cover and land use mapping
(Lewinski and Zaremski, 2004.; Shattri, et al. 2003; Oruc
et a., 2005; Mathieu and Aryal, 2005; Lara et a 2006;
Volker, 2003) less attention has been paid to its ability to
cloud classification.( Goéttsche and Olesen, 2005; haji mir
rahimi and bai, 2008 in persian)

The purpose of this letter is to provide a more complete
evaluation of object-based cloud classification.

2. DATA AND METHODS
2.1. Data

In this study the classification of clouds was performed using
low resolution satellite image, NOAA/AVHRR data, that is
taken from northeast of Iran in august of 2005 (NOAA14; 11-
08-2001, 14:16 UTC). It has a spatia resolution about 1.1 km
in nadir and 5 spectrad channels with the following
wavelength ranges have shown in table 1.

spectral channels Range of electromagnetic

Chl: 0.58—0.68 7m VIS (visible)

Ch2:0.725—-17m NIR (near infrared)

Ch3: 355-3.93 7m MIR (meddle infrared)

Ch4: 105—-11.57m TIR (thermal infrared)

Ch5: 11.5-12.57m TIR (thermal infrared)

Tablel. Channel of NOAA/AVHRR
2.2. Methods

In this study, we performed the image processing (corrections
and calibrations) and clipping the study area from images,
primarily. Then the cloud classification was applied. Figure 1
is a schematic diagram that illustrates the steps and type of
need data in this study. And Figure 2a and 2b show the
visible and infrared bands respectively.
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Figure 1. Schematic diagram illustrates the steps and type of
datain this study

In general, the most effective method for identifying
individual cloud types is to obtain a Visible and an IR image
of the same scene. The Visible (VIS) channels 1 and 2 of the
data were processed for abedo .The VIS image used to
identify cloud shapes, textures, organizational patterns, and
thicknesses. In general, the thicker a cloud is, the higher its
albedo and the brighter it will appear in visible imagery. Thin
clouds are often very dark or transparent in visible imagery.
Cloud texture refers to its appearance in visible imagery.

Visible satellite data then was compared to an IR image in
order to determine the height of the clouds. The IR channels
3, 4 and 5 of the data were processed for brightness
temperature. In general, the higher a cloud is, the colder it is.
In IR imagery, therefore, lower, warmer clouds will appear
darker while high, cold clouds will appear brighter. We put
together al this information and performed object oriented
method with ecognition software and maked reliable
assessments of what types of clouds are present in the image.
Additional information such as from criteria, textual or
contextua information of the segments then are used in an
appropriate way to derive improved classification results.
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Figure 2a. Band 1 of AVHRR data

Figure 2b. Band 4 of AVHRR data

The important first step in object orient classification is
segmentation. The segmentation algorithm does not only
depend on the single pixel value, but also on pixel spatia
continuity (texture, topology, shape, channel means, standard
deviation, etc) (shattri et a, 2003). The Sixteen components
are produced with PClI Geomatica in this study. The five
main bands that there are in satellite images (primary
components) and the other eleven components such as albedo
and brightness temperature of main bands , solar zenith and

azimuth angles, Land Surface Temperature (LST) & Sea
Surface Temperature (SST), Normalized Difference
Vegetation Index (NDVI) and deviation of nadir and cloud
height are secondary components.

Form sixteen components, the ten components use directly
and others have the same effects on classification. The
multiresolution segmentation is selected in this study. This
results to a condensing of information and a knowledge-free
extraction of image objects. For this method the used
AVHRR channdls, brightness temperatures of band 4 and 5
and cloud height are weighted by 1, whereas the Digital
Elevation Model (DEM), LST & SST and NDVI that show
the free cloud areas, are weighted by 0.2 (Gottsche and
Olesen, 2005). Since the clouds with medium area and more
are important for this study, a fairly medium scale of 50 is
chosen for the finest segmentation (level 1 that called
analysislevd).

Segmenting clouds were produced using infrared or abedo
images followed by bi-spectral cloud classification technique.
Bi-spectral techniques based on the relationship between cold
and brightness temperature of clouds were aso used to
evaluate classification. Figure 3 shows the multiresolution
segmentation that applied on image.
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Figure3. Multiresolution segmentation in analysis level @ cinus
) cumulonimbus
@ cumulus

In remote sensing studies we cannot detect a specific cloud in
a range of Digita number in visible or infrared images
exactly. For example, the cumulonimbus clouds (Cb) in each
region and time can are detected with various range of digital
number. But studies show that this type of cloud is brighter
than others in VIS and IR images or stratus clouds (St) are
darker than others in IR images. The other types of clouds
can were detected similarly that is showed in figure 4 but
texture, shape and thickness of clouds are useful option for
decision. Figure 4 is the principle of bi-spectra technique in
this study.

Figured. Brightness of each type of cloudsin VIS and IR
images.( 1to ,2000)

3. RESULTSAND DISCUSSIONS

In this study 8 classes were identified that were included a
non-cloud class (sea and terrain) and 7 cloud classes (Ns, Ci,
Ch, Cu, Cg, Sc, St). After detecting of classes and scrutiny of
features (mean, standard deviation, to super object, shape
(area and density) and texture (homogeneity, contrast and
entropy), classification was carried out. The nearest neighbor
classification of level 1 object was performed for mean and
standard deviation of AVHRR channels of 1, 2 and 4. The
relationships between objects were included in the
hierarchical classification for getting the better results. The
classifications of clouds were performed in level 2 called
cloud level. Theresult of classification illustrated in figure 5.
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D cumulus congestus
{0 nimbo stratus

. no clouds(seatterrain)
@ strato cumulus

. stratus

Figure 5. Classified clouds with eCognition

Since the detected cloud in sky of each area is the dominant
cloud on that hour and the other type of clouds may be
existed during the day, so collecting of control points for
accurate assessment is not possible. So, the regions that have
the most adaptation with bi-spectral cloud classification
theories were used as training samples opticaly.

The NIR and IR channels 3, 4, and 5 of the data were
processed for temperature and brightness. In IR image cold
clouds are high clouds, so the colors typically highlight the
colder regions Mid height clouds with TB below 230k were
identified as cumulonimbus cloud. Darker clouds in IR
images were associated to warm stratus, Strato cumulus,
cumulus clouds and thin cirrus cloud that were colder than
others. Using this knowledge and bi-spectral technique, the
sampling areas were selected and error matrix and kappa
coefficient performed using TTA MASK in eCognition
software. The obtained kappa coefficient was equal of 0.887
and the overall accuracy is 0.905 that illustrate the accurate of
classification is high. The window of error matrix based on
TTA Mask is showed in figure 6.

Figure 6. Error matrix based on TTA Mask
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ABSTRACT:

Pleiades-HR is the highest resolution civilian earth observing system ever developed in Europe. This optical imaging project is
conducted by the French National Space Agency, CNES. It will operate two satellites designed to provide optical images to civilian
and military users. The first satellite is ready for launch, the second 18 months later. It will allow, in Nadir acquisition conditions,
to deliver image products 20 km wide, false or natural coloured scenes with a 50 cm ground sampling distance.

Imaging capabilities have been highly optimized in order to acquire, in the same pass, along-track mosaics, stereo pairs and
triplets, and multi-targets. To fulfil the operational requirements and ensure quick access to information, ground processing has to
automatically perform the radiometric and geometric corrections. Since ground processing capabilities have been taken into
account very early in the mission development, it has been possible to relax some costly on-board components requirements, in
order to achieve a cost effective on-board/ground compromise.

Starting from a Pleiades-HR system overview, this paper gives a quick description of the ground segment functional breakdown
and focuses more precisely on the image processing and associated products. The geometric accuracy is evaluated and the excellent
results obtained are presented.

Finally the paper presents the ground segment architecture that will handle this “heavy” processing in the different operational
Centres.

1. 1. INTRODUCTION information, ground processing has to perform automatically
radiometric and geometric corrections.
Pleiades-HR, the high resolution optical earth observing  First, this paper offers an overview of the image processing
mission developed for both civilian and military users, is under system and the products definition. Then the main system
qualification tests in CNES and ASTRIUM premises. This  products are detailed and their quality assessed. Finally, the
project consists of two agile satellites that will prOVidC hlgh image processing architecture is brleﬂy presented.
resolution images in Panchromatic (PA) and Multi-Spectral
(XS) modes with a 50 cm ground sampling distance. This 2. FROM SYSTEM TO PRODUCTS DEFINITION
system, build up in a European context (partnerships with
Spain, Sweden, Belgium, Austria and Italy), will be operated 2.1 Overview
in a dual context with civilian and defence users.
From a ground segment point of view, Pleiades-HR
architecture is defined as a classical “image-mission” loop: the
User Ground Centres (also called UGCs; there are 3 different
UGCs: French and Spanish Defence UGCs and French Civilian
UGC) gather the different users acquisition requests,
optimizing the satellite resource, and prepare the dual work
plan which is finally sent by the Control Centre to the satellite,
3 times per day. After sensing, the acquired data-strips are
downlinked over the receiving stations (with respect to the
work plans) and the image telemetry is automatically
inventoried and archived in each UGC.
Then, each UGC manages the image production requests
coming from authorized users and process accordingly the
Figure 1: Pleiades-HR satellite archived telemetry to generate the requested product. The
Imaging capabilities have been highly optimized in order to delay between the end of the reception and the product delivery
acquire several targets, in the same pass, allowing along-track is less than one hour.
image-mosaics, stereo pairs and triplets. To fulfil the  The ground processing has also been designed to be highly
operational requirements and ensure quick access to interoperable; to allow federations with other earth observation
systems in the GMES context. Hence, data format (catalogued
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data, final image product) and data access services (online
catalogued data browsing, product ordering) definitions have
been major issues (Baillarin 2006).

The UGCs, including the image processing algorithms, have
successfully passed system tests and are now fully integrated
and ready for operations.

Main Receiving Image
Station Sweden

(Kiruna)

French Defence User
Ground Centre

(FD-UGC)

French Civilian User
Ground Centre

(FC-UGC)
E \ Dual Command and
/ Control Centre &
Spanish Defence User Image Calibration
Ground Centre Centre
(SpD-UGC) (CNES)

Figure 2: Pleiades-HR Ground Segment

A light version of the UGC, with image reception and
production capabilities, is also available for any foreign users
willing to receive and produce Pleiades-HR images (e.g.
Kiruna Station).

2.2 Image products

Several types of products have been defined in order to fulfil
the user needs considering that the remote sensing community
is generally divided in two groups:

Users needing data for mapping purposes or using Geographic
Information ~ Systems  (GIS), whatever the sensors
characteristics. They usually use ortho-image products, which
are resampled into cartographic projections and corrected from
sensor and terrain distortions.

Users wanting to process “raw data” in order to deliver value-
added products (such as 3D, geophysics data, ...) using their
own methods. They need comprehensive ancillary data to
compute the geometric model. Because of the specific
geometry of Pleiades-HR focal plane (Kubik 2005), a “Sensor
Level” product has been defined making the geometric model
simpler while preserving its accuracy.

Hence, two processing levels have been defined in addition to
the classical raw levels. They are presented and assessed here
after.

2.3 Sensor Level

The Sensor Level product corresponds to the image that would
have been delivered by a perfect standard push-broom sensor.
The product is only corrected from on-board radiometric and
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geometric distortions (viewing directions and high frequency
attitude variations), but no ground projection is operated. All
multispectral (XS) and panchromatic (PA) pixels are
registered.

XS can be PAN-sharpened in the same processing flow to
obtain a 0.50 m GSD 4-band colour image (blue, green, red,
near infrared).

This product can be accurately located by rational functions: in
addition to Pleiades-HR physical model, metadata contains
direct and inverse location models that can be used by
commercial software.

2.4 Ortho-image and Mosaic Level

The Pleiades-HR ortho-image is resampled into a cartographic
projection and corrected from sensor and terrain distortions.
This product must be very precisely located to be used into
geographic information systems (GIS). Product location is
checked on an accurate DEM (Reference3D™, if available)
with automatic GCPs (algorithm based on (Baillarin 2004)]).
Users can also give their own DEM for ortho-rectification. The
final product contains associated quality metadata.
Pleiades-HR ortho-images can also be PAN-sharpened to
obtain a 0.50 m GSD 4-band colour image.

Mosaics products are larger size ortho-images, automatically
processed as a seamless patchwork of individual strips. This is
made possible thanks to the high agility and the precise
pointing capability of the platform. The strips are all converted
is same geometry, using automatically computed tie points and
ground control points, then radiometrically homogenised, then
joined together using computed stitching-line.

3. SIMPLIFYING THE FOCAL PLANE: THE
“SENSOR” PRODUCT

The complexity of the Pleiades-HR focal plane makes the
classical level 1 product difficult to use. A new product level
called “Sensor Level” is proposed (De Lussy 2006).
This Sensor Level product consists in a basic product specially
designed for the photogrammetric community and delivered
with a physical model and a rational function model.

The purpose is to generate the image which would have been
acquired by a simpler push-broom sensor (SPOT-like) in the
same imaging conditions in order to be able to exploit the
geometric characteristics of the image (such as DEM or 3D
extraction) without having to take into account the complex
geometry of the real sensor.

3.1 Perfect Sensor Geometry

Due to the complexity of the focal plane (mainly because of the
detector layout composed of five slightly tilted TDI arrays for
the PA and five CCD arrays for each XS band), the raw
products should be considered as 25 different products with
their own geometrical models.

Multispectral detector arrays

=3 mm

I = [ mm

Panchromatic TDI component

i _

L e —}r

/

Virtual Perfect Sensor arvay

=20 mm

oin = 400 mm
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Figure 3: Focal plane layout and location of ideal array

In order to greatly simplify the use of sensor model, the Sensor
Level product simulates the imaging geometry of a simple
push-broom linear array, located very close to the PA TDI
arrays. Besides, this ideal array is supposed to belong to a
perfect instrument with no optical distortion and carried by a
platform with no high attitude perturbations. This attitude jitter
correction (made with a polynomial fitting) allows both for
simple attitude modelling and more accurate representation of
the imaging geometry by the rational functions sensor model
(see further).

Simple focal plane

Virtual smooth
attitude

Figure 4: Perfect Sensor Geometry

3.2 Processing and image quality

The production of this ideal linear array imagery is made from
the raw image and its rigorous sensor model.

The raw image is resampled into the Sensor Level geometry
taking into account a DEM. The direct geolocation is made
with an accurate Sensor Level geometric model. Thus, Sensor
Level image and its geometric model are consistent. The
impacts of the above processing on the geometric accuracy of
the resulting products have to be significantly small (errors less
than centimetres). These errors are due to:

- The quality of the resampling process,

- The accuracy of the DEM used (generally SRTM

DTEDI).

To obtain the best results:

- Resampling process is made with a highly accurate
method (using spline interpolators (Unser 1999)),

- The DEM is pre-processed in order to minimize the relief
artefacts due to errors and/or blunders.

- The geometric model differences between raw image and
Sensor Level (especially attitude and detector model) are
minimized to decrease the parallax and the altitude error
effects.

Hence, the quality of a Sensor Level image is mainly linked
with the quality of the corresponding raw image (the geometric
budgets are detailed in (De Lussy, 2006 )). The only remaining
difference is due to the little parallax between Sensor Level
model and Real sensor (less than 80urad) combined to a
uncertainty of the DEM. In term of location accuracy, the
difference between Sensor Level images and real sensor
images is less than 3.10-3 according to the SRTM 30m
accuracy at 99.7%.

3.3 Accuracy of Sensor Level geometric model

The geometric modelling refers to the relationship between
raw pixels in the image and geographic coordinates on ground.
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The Sensor Level product is delivered with two geometric
models:

- a“rigorous sensor” model

- arational function model

Users can choose either the rigorous sensor model, or the
rational function sensor model: results are very comparable.

On one hand, the rigorous sensor model is defined from a
complete set of parameters of the image acquisition:

- alignment and focal plane characteristics (linear array)

- image time stamp

- smoothed attitude and ephemeris time tagged

Such rigorous models are conventionally applied in
photogrammetric processing because of the clear separation
between various physical parameters and so, easier to use in
block adjustments (refinement using GCP).

On the other hand, the Rational Function Model, RFM, is an
approximation of the rigorous sensor model. It allows full
three-dimensional sensor geolocation using a ratio of
polynomials (Tao 2001), using a standardized and very simple
relationship between raw pixels and geographic coordinates.
The RFM is able to achieve a very high accuracy with respect
to the original rigorous sensor model. Accuracy assessment
shows that RFMs yield a worst-case error below 0.02 pixel
compared with its rigorous sensor model under all possible
acquisition conditions.

Therefore, when the RFM is used for imagery exploitation, the
achievable accuracy is virtually equivalent to the accuracy of
the original physical sensor model: the 0.02 pixel (1.4 cm)
difference between the two models is an order of magnitude
smaller than the planimetric accuracy and is therefore a
negligible error. The RFM fully benefits from the pre-
processing applied to generate the Sensor Level product
(removing high frequency distortions) allowing rational
functions to precisely represent this smooth geometric model.
RFM can be used as a replacement sensor model for
photogrammetric processing.

4. ORTHO-RECTIFIED PRODUCTS
PERFORMANCES

The other set of products made available by the Pleiades-HR
system are the ortho-images (and ortho-mosaic) products.
These products are ortho-rectified thanks to an accurate DEM
(Reference3D™ if available, or a DTED1 System DEM by
default). They are then easily usable with GIS as map products.
The ortho-rectification processing takes advantage of the high
location accuracy of Pleiades-HR: 14 m probable (90% of the
images) and up to 25 m maximum (99.7% of the images) of
circular error.

For multi-temporal registration, it will also be possible to
register the ortho-image to a reference image (Reference3D™
database). Even if this processing won’t increase the location
accuracy, it shall guarantee a perfect multi temporal
registration between images.

The method is detailed in (Baillarin 2004). It is composed of
three independent steps:

1) Image and reference setup in the same geometry using a raw
location model,

2) Image mis-registration measurements, using an automatic
and generic process,
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3) Location models improvement using a space-triangulation
process and model parameters correction, including a possible
DEM refining.

Moreover, thanks to the high agility and the precise pointing
capability of the Pleiades-HR platform, it will be possible to
acquire several successive adjacent strips within a unique pass
over a targeted area.

Thus, the Pleiades-HR ortho-mosaic product will provide
end-users with an image of larger size, as being the
result of a seamless patchwork of individual strips. The
output coverage may reach up to 10 000 km? and even
more, according to the length of the neighbouring strips
and the tolerated B/H ratio between acquisitions.

Figure 5: Pleiades-HR agility and mosaicking capability

The automatic mosaicking process relies on two geometric
refining phases (as described above). The same method is used
for:

Phase 1: Absolute refining of each data strip location model
using Reference3D™ data.

Phase 2: Relative and finer improvement of location models
using overlapping areas of adjacent strips (350m to 3.5km) and
Reference3D™ DEM. The evaluation has been done using
aerial images simulating Pleiades-HR acquisitions and the
results were excellent. Thanks to the first phase, the absolute
accuracy is less than 2.5m (0.5 Reference3D™ pixels). The
second phase refines the relative model with respect to the very
high resolution of the acquisition (<0.5 pixels HR).

This product represents the successful realization of the
Pleiades-HR mission since it takes advantage of the main
characteristics of the system: agility and high location
precision. The automatic mosaicking process relies on
automatic tie point selection (Baillarin 2004) and geometric

models refining phases followed by local radiometric
homogenisation and stitching phases (seam-less line
computation).
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Figure 6: Pleiades-HR mosaic (and stitching line)

5. CONCLUSION AND OUTLOOK

The Pleiades-HR image processing is very complex (about 50
times more complex than SPOTS) and therefore time
consuming, especially for geometric corrections. Nevertheless,
a ground processing unit has been successfully developed to
handle up to an average of 200 products a day for the main
civilian UGC in Spot Image premises. Based on a multi-
clusters architecture (IBM Blade Center™) linked by high
speed Fibre Channel to a Storage Area Network, the Pleiades-
HR infrastructure is highly scalable for the different centres
needs (including local receiving stations). In particular, for
emergency needs, pan-sharpened ortho-rectified products
(20x20km?) are processed in less than 45mn and mosaic
products (60x60km?) in less than 140mn.

The realization of the Pleiades-HR ground segment is once
more the opportunity to demonstrate that a global optimization
of the system from board to ground design must be considered
in order to relax requirements of on-board architecture and
lower the overall cost of the mission.
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ABSTRACT:

Thermal infrared (IR) spectra of materials are affected by subpixel surface roughness that increases interactions between surface
facets, thereby shifting the spectra toward a blackbody. Roughness also creates directional effects due to differential solar heating
and view geometry. Three types of ground-based experiments were conducted to quantify roughness effects at scales of about 10 cm
or less. First, a radiosity model was implemented and validated for natural and artificial surfaces using an imaging spectrometer.
Area and resolution create practical computational limits so most simulations were performed at a resolution near 1 cm over a 1 m
area. Surfaces were specified using laser profilometer data but can be simulated. Second, a well-calibrated radiometer was used to
measure radiance for emissivity retrievals of different sized gravels and at different solar and view geometries. Finally, a reflectance
spectrometer measured spectra for soft rocks sanded to different roughnesses.

Measurements of soft rocks with single mineral features (alabaster, soapstone, and chlorite) sanded to different roughnesses show a
decrease of spectral peak height with roughness when the roughness scale is significantly larger than the wavelength. Precise
measurements of two types of gravel, in three size classes of gravels, with a non-imaging spectrometer show an apparent saturation
of roughness effects and a probable increase of directional effects with roughness. The modelling results show that a simple radiosity
model can broadly simulate the effects of roughness. The shape of the roughness elements has a significant impact. Imaging
spectrometers permit observation of small-scale spatial variations, which are not observed at pixel scales of a meter or more. Spectra
go to blackbody spectra in small cracks and crevices.

1. INTRODUCTION infrared wavelengths, the effect is that emissivity spectra are
o moved closer to a blackbody spectrum in which extremely
1.1 Background and Objectives rough surfaces or cavities have an emissivity approaching 1.0 at

. . . all wavelengths. (The effects are broadly similar with surface
The radiance observed by remote sensing platforms varies  royghness and volume scattering, such as occurs with
significantly with subpixel surface roughness. Subpixel surface  yegetation or loosely packed particles, but volume scatting is
roughness occurs at spatial scales at which facets of the surface  more complex.) This paper presents studies of subpixel
interact with each other resulting in multiple reflection or o, ghness effects across a variety of spatial scales in the long-
absorption/emission of photons but are not resolved in an  \yaye infrared (LWIR, 8- 14 um) spectral range.
image. The concept is quite simple but the spatial limits are not
abrupt and hard to quantify. They vary with wavelength at the
lower limit and pixel size at the upper limit. At the small end of
the scale, facets or characteristic dimensions are large enough—
on the order of 100 times the wavelength—that non-linear
scattering processes are unimportant. At the upper limit, the
dimensions need to be small enough so that a pixel contains a
representative sample of the geometric variation of the surface:
perhaps a tenth of the pixel area. The key concept is that 1.2 Objectives
subpixel roughness effects occur between surface facets that are

not resolved in a remotely sensed image pixel. The net effects  This paper presents summaries of four studies of subpixel
include darkening pixels in the reflectance domain, brightening  roughness effects that range from the upper limits to the lower
pixels in the emissive domain (increasing both temperature and  |imits of spatial scales relevant to remote sensing. First, at the
emissivity), reducing the depth of spectral features, and finest scale, spectral measurements of rock surfaces roughened
producing directional variations of observed radiance. Surfaces  with different grits of sandpaper are examined and related to
composed of different materials (stones in a soil matrix, for  mjcro-profilometer measurements of the surfaces.

instance) will undergo non-linear spectral mixing when facets

of different materials interact with each other. At thermal

Because pixels can be quite large, they can contain subpixel
surface roughness effects across a range of spatial scales and
phenomena. Typically, one spatial scale dominates observations
or, at least, one spatial scale is of primary interest. Therefore,
studies of roughness effects often concentrate on a single scale
or phenomenon.

* Corresponding author

56



In: Wagner, W., Székely, B. (eds.): ISPRS TC VII Symposium — 100 Years ISPRS, Vienna, Austria, July 5-7, 2010, IAPRS, Vol. XXXVIII, Part 7B

Contents

Author Index

Keyword Index

Figure 1. Flat rock surfaces sanded to U.S. grit sizes shown.
Alabaster is at the upper left, soapstone at the upper right,
and the two chlorite slabs are at the bottom.

Secondly, retrievals of emissivity of gravels of different sizes
are made using data from a well-calibrated, highly stabilized
FTIR spectrometer in the field, Balick & al., (2009). Third, a
radiosity model of the impacts of roughness at centimetre scales
was developed and verified. Simulations and data from special
cases are presented. Finally, multi-directional satellite images
are used to retrieve roughness information about the surface.

2. SURFACE ROUGHNESS STUDIES
2.1 Roughened Surfaces

Three types of fairly soft rocks were first smoothed and
flattened, then hand-sanded with different grits, ranging from
very smooth to very coarse and using diamond micromesh;
about 2 um to 350 um average grit size. The rock types are
commonly used in sculpture and are alabaster (gypsum, a
sulfate), soapstone (talc, a phyllosilicate), and chlorite (another
phyllosilicate closely related to soapstone). The rock surfaces
and grit sizes are shown in Figure 1. Note that the different
roughnesses vary in appearance in the visible wavelengths with
the rougher surfaces appearing as a flat grey and becoming
darker or more colourful with smoothness. Diffuse reflectance
thermal IR spectra were measured with an A2 Technology
Exoscan FTIR spectrometer (A2 Technology, 2010). Only the
measurements in the LWIR (8-14 um) were used. Like most
diffuse reflectance spectrometers, a small spot on the surface
was illuminated with a broad-band source, and the energy
reflected was measured at some range of off-nadir angles.
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Figure 2. Plots of the spectral peak heights with mean grit
size of the sandpaper used to roughen the rock. This is not
the same as the actual roughness of the surface, but it is
proportional to it.

The measurement is only truly diffuse reflectance if the surface
is a diffuse reflector, and then Kirchhoff’s Law holds:
reflectance, p, is related to emissivity, €, by p = 1 — ¢ at any
wavelength. The measure of roughness effects used here is the
height of the reflectance peak.

Figure 2 shows the height variation of the spectral features with
grit size for all three rock types. At values of sandpaper grits
greater than about 25 um, diffuse reflectance decreases with
roughness, albeit slowly, for all three rock types. Below 25 um,
the curves are very steep. Soapstone and chlorite, which are
closely related (both are steatites) increase to a peak around 25
um, while the alabaster diffuse reflectance decreases in this
range. At roughness sizes near the size of the wavelength, non-
linear scattering processes occur and reflectance is no longer
dominated by interactions between facets. This might be seen in
these measurements between 2 um and 25 um, with a possible
transition out to 50 um. Of course, sandpaper grit sizes do not
actually represent the actual surface roughness. The surfaces
were scanned with a Nanovea PS-50 (Nanovea, 2010) optical
microprofilometer at a nominal resolution of 10 um in X, y, and
z. The sizes of the finest grits (1,000 US grit scale and higher)
are below the resolution of the profilometer. Also, the measured
root mean square RMS values of the rock surfaces are well
below the average grit size of the sandpaper so the values of grit
size cannot be interpreted as the same as the surface roughness,
just proportional to it. The actual roughness for the very fine
grits must be viewed with caution. Nevertheless, spectral peak
heights do decrease with roughness down to spatial scales that
approach the wavelength.

2.2 Gravel: Spectral Emissivity Retrieval

Highly accurate and precise measurements of spectral
emissivity in the field are notably difficult to make for a variety
of reasons, including characterization of “downwelling”
radiance from the surroundings and sensor calibration and
stability. In this work, careful measurements were made with an
extremely well-calibrated and stabilized FTIR for different
roughness, nadir angle, material type, and time of day. The
retrieval of emissivity generally follows that described by
Salvaggio & Miller (2001) and is conceptually simple. The
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method as implemented in this work requires spectral radiance
measurements of the target and a reference panel and the
temperature and reflectance of the panel surface. The panel is
assumed to be perfectly diffuse (or, more precisely, the
directional properties of the panel and target are assumed to be
the same), its reflectance is the same as measured in the
laboratory, and atmospheric transmission between the target
and the sensor is assumed to be neglectable. It also assumes that
there is no temporal variation of atmospheric transmission.

The spectral radiance at the sensor can be written as
LA, T) = e(A)Lgs(,T) + (1- e(A))L'(R) (1)

where L is the spectral radiance at the sensor, 4 is wavelength,
T is the material surface temperature, ¢ is the emissivity of the
surface, Lgg is the blackbody spectral radiance at the surface
(described by Planck’s function) and L' is the downwelling
radiance. Solving for ¢(4) gives

e() = (L@.T) - L'GA)) / (Les(A.T) - LY (3)). @)

L'(4) is comprised of all the radiance on the surface from the
surroundings. Surroundings include the atmosphere and any
clouds, buildings, sensors, and people in the vicinity. Variable
in space and time, downwelling radiance can be complex
quantity, and it is often the largest error in this approach to
emissivity retrieval. Assuming the panel is a diffuse reflector,
we can estimate L*(1) with

L) = (Lp) — eplas(hTp) / (- &) @)

where the subscript p refers to the panel, T, is invariant with
wavelength and, for the panel and spectral range used, ¢, is
constant with a value of 0.040 Neither T nor T, could be
measured well so they must be estimated from the data. For T,
Planck’s functions were draped on L¢(4,T) to define the T that
best fit the spectrum, assuming the emissivity was 1.0
somewhere in the spectrum. To determine the temperature of
the panel, we draped the Planck’s function over the observed
panel spectrum where the atmosphere is opaque.

Two gravel materials at three size classes were measured at
three view angles, and on three different days. One gravel was
a calcite with a sharp spectral feature and the other was a
silicate with broad features. The three size classes had mean
sizes of 0.8 cm, 1.5 cm, and 5 cm, and view nadir angles were
7°, 30 ° and 60° Figure 3 shows that the expected patterns
were not clearly observed for a 30° nadir angle. At any angle,
the weakest features occurred for the largest size class, as
expected, but the medium size class had the strongest features.
This seems partly due to the sensor view to the south, with a
large portion of gravel surfaces being shaded and cool and the
small gravel could not maintain as large a temperature gradient
across a smaller distance. The large gravel did have the biggest
changes with view nadir angle. In any case, the expectation that
spectral feature depths are inversely proportional to roughness
seems to be an over-simplification: it can be modulated by other
factors. It is useful to note that the repeatability of the retrievals
was generally in the 1-2% range, with exceptions occurring
when the downwelling radiance was large.

Silicate Emissivity Spectra by Size Class
=
e
2
=
[92]
R
1S
w
0.88 ‘ ‘ ‘ ‘ ‘
8 9 10 11 12 13
Wavelength (um)
Carbonate Emissivity Spectra by Size Class
1 ]
0.98 |
h‘f‘ﬂ
Muww“%
0.96 WLMWM"MWW”‘
- i
S 094 f’\mw W
2
S 092 T
A | /Jf
LIEJ - ——fine | f
0.88 — medium ‘\' /
0.86 large U
0.84 ‘ ‘ : : ‘
8 9 10 11 12 13
Wavelength (um)

Figure 3. Retrieved emissivity spectra for gravels of
different size classes for two rock types viewed at 30° from
nadir.

2.3 Roughness Modelling and Validation

Radiosity models explicitly describe the radiant interactions
between surface facets or points. Radiosity describes the
radiative interactions between surface elements, and in the
thermal IR domain includes both emitted and reflected energy.
While these models can be scaled to any dimension, as a
practical matter, areas of 1 m? are appropriate for high-
resolution remote sensing simulations. Input digital elevation
surfaces at 1 cm resolution can be easily measured with laser
profilometers. Eq. 4 defines the radiosity for a number of facets
or points:

n ..
Bi:Rier'JélBj'Fij’ i,j=12...n 4)

where B; is the radiosity of a surface element i, R; is thermal
energy released from a surface element, p is reflectivity of the
surface, Fj is form factor from surface element j to surface
element i, and n is the number of surface elements. The second
term in equation (4) describes multiple scattering components—
energy bounced one or more times among surface elements.
The key step of the radiosity model is determining the form-
factor matrix F. The basic form of a form factor is given by

cos @, -cosd;

e )
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where F;; is the form factor from surface element j to surface

element i, @ is the projection angle between the normal of a
surface element and the line, linking the pair of elements
together, A; is the area of element i, and d is the distance
between two elements (Figure 4).

The model simulates temperature and radiance variations due to
roughness around some mean temperature over the course of a
day. It is illumination and view angle-dependent, and while not
explicitly spectral, it is wavelength-dependent and can be run
for a series of spectra to simulate spectral changes. In this
model, the mean temperature over time is determined by a
simple heat diffusion model driven by environmental data.
Mixed materials result in mixed spectra, and this can be
simulated by assigning different properties to facets but
assuming there is no difference of temperature..

Figure 5 shows a measured digital elevation model (DEM) of a
rock surface in part a., shown graphically in part c. The DEM
covers an area of 0.5 m by 0.85 m at sample spacing of 1 cm.
Part b shows the change of simulated emissivity averaged over
the area throughout the day. The roughness effect is largest
when the sun is at moderate elevations. The DEM can then be
multiplied by constants to rescale the roughness of the data.
Part ¢ shows the resulting calculation of broad-band emissivity
over a range of RMS values.

The concept radiatively interacting surface elements can be
extended to shapes and larger surfaces such as cracks, holes,
and corners of surfaces. In these cases, terminology such as
“cavity effects” and “adjacency effects” are used. In fact,
imaging spectrometer instruments show that even small cracks
and holes become aspectral regardless of the spectra of the
materials large when view factors exist.

Figure 6 shows observations and a simulation of the effects of
two depressions (cavities) about 2 cm deep in a norite rock
(plagioclase and hypersthene =+ olivine). The norite has
overlapping reststrahlen bands from 8.5 to 10.0 pm. Parts a and
b show a photograph and a thermal IR spectral image of the
rock. The thermal image was made with a Telops Inc, Hyper-
Cam imaging FTIR spectrometer (Telops, 2010). Part ¢ shows a
micro-DEM of the rock smoothed to a 2 mm grid. Part d shows
spectra taken from the image inside and outside the depressions.
Finally, part e shows the simulated emissivity of the rock. In the
depressions, the spectrum is shallower and higher than on the
surface, becoming significantly more like a blackbody than the
outer surface.

Figure 4. Schematic plot of the terms used in the form
factor equation (Eg. 5).
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Figure 5. Simulated change of broad-band emissivity for a
measured surface; the cavities in the rock become more like
a blackbody than the outer surface; see text more
explanation of the individual parts.
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Figure 6. Simulated and observed effects of cavities on
thermal IR spectra. See text for details.

Figure 7 shows another case where a form was created using
plaster of Paris (CaSO,-2H,0 + CaCOs;) to facilitate model
validation. The plaster has a single reststrahlen band centred
near 8.6 pum. The form has two flat surfaces with different
texture (roughness) shifted 7 cm and with a wall between them.
The upper surface has hole that is 3 cm in diameter and 8 cm
deep. In Figure 7, part a is a photograph of the Telops Inc.
Hyper-Cam and the target; part b shows a hyperspectral image
of the hole (and a crack that formed during transport); and part
¢ is a Hyper-Cam image of the wall, and the upper and lower
planes. Part d shows spectra taken from a Hyper-Cam image,
and Part e shows the simulations at four spectral locations. The
difference between the planes is the effect of roughness with the
lower, rougher plane having a somewhat higher spectrum and a
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Figure 7. Simulated and observed spectra for a constructed
plaster-of-Paris form. See text for details.

shallower spectral feature. The simulation did a good job on the
spectral feature depth change, but not as good for the offset.
The hole, both in the measurement and the simulation, had the
highest emissivity spectrum, and very little of the spectral
feature is present. The wall had a spectrum lower than the hole
and with a clear but reduced spectral feature depth. The broad
effects of radiosity were generally well simulated, impact of
radiosity being proportional to view factors.
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2.4 Roughness Retrieval from Directional Views

For practical applications, correcting for roughness effects on
retrieved temperatures and emissivities requires remotely
estimating surface roughness at sub-pixel scales. One approach
that has been tested (Mushkin & Gillespie, 2005) uses bi-
directional VNIR imaging, such as is available from ASTER, to
estimate sub-pixel roughness at scales up to 15 m, the resolution
of the acquired images. The approach makes use of differential
sub-pixel shadowing in the 'down' and 'up' sun images as a
relative proxy for roughness.. The relative measure of
roughness is the DN ratio between the two images, corrected for
path radiance using “dark-object subtraction”), with ratio values
diverging from unity with increasing surface roughness. This
ratio proxy roughness for roughness is largely insensitive to
atmospheric effects, but must be calibrated to a quantitative
measure of roughness, such as rms elevation. Calibration of the
ratios to absolute values has been done from field measurement
of micro-topography and modelling of shadows. The
calibration is sensitive to regional topographic slope (within 5-
10°), and sun elevation angle, and therefore requires re-
calibration for each new application. A result of the calibration
is shown in Figure 8. Older, smoother fans are darker (less
shadowed); parts of the dry lake are smooth salt flats, and
others are rough pinnacles of salt ~40 cm high.

RMS roughness (m) |
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0.10 - 0.14

w.e

1
L

a4a - n o9t

.15 ). 2%

R ) Canyon fan
Figure 8. This is a sub-pixel roughness image calculated
from two ASTER images of the Trail Canyon alluvial fan in

Death Valley National Park. Image ratios were calibrated
to roughness using field data.

3. SUMMARY AND CONCLUSION

Four studies look at the effects of surface roughness on the
energy emitted by that surface. These studies cover spatial
scales from sub-millimetre to tens of meters, and the effect of
roughness across these scales is due to radiative interactions
between surface elements. (There can also be a temperature
effect, not discussed here.) The four studies represent different
approaches to understanding the effects of surface roughness on
thermal IR emittance. At sub-millimetre scales, roughness
changes from sanding rocks alter diffuse reflectance by nearly a
factor of two across the spectrum for the surfaces studied.
Precise field measurements of radiance of gravel at centimetre
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scales did not clearly show expected trends of retrieved
emissivity spectra as a function of roughness (size), and part of
the reason seems to be the ability of individual gravel pieces to
maintain a temperature gradient resulting from differential solar
heating. Modelling and model validation measurements at the 1
to 10 cm scales show predictable changes of emissivity spectra
with surface roughness: emissivity goes toward a black body for
rough surfaces and in corners and shapes with a strong three
dimensional form. The model is an abstraction, and its heat
diffusion model is simplified. For many surfaces, this has not
been a problem, but for surfaces with complex geometry (more
than one value of z for an x, y location) or where three-
dimensional heat diffusion is important, simulations of mean
temperatures break down. Radiosity-produced variations can
still be simulated. Although not discussed here in detail,
compensation for roughness effects is possible given two or
more images of the same area from different positions (with
about the same resolution) and given knowledge of the
roughness or valid simulations.

Multiple radiative interactions between surface elements do
tend to drive observed spectra toward a blackbody spectrum
even though the material properties are constant. The impacts
are significant but variable and usually don’t overwhelm the
signal. The effects need to be quantitatively understood in order
to understand thermal spectral measurements of most surfaces
in the environment. However, surface roughness, while
important, is one factor among many that modulate both the
magnitude and spectra of ground-leaving thermal radiance and
needs to be considered in context.
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MAPPING WETLAND ENVIRONMENTSIN THE BRAZILIAN
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ABSTRACT:

Wetlands are complex ecosystems hosting a high diversity of landscape associated with water, soil and vegetation
variations. It provides several essential resources for wildlife and human populations and supports a miscellany of
aquatic plant species. The Pandeiros Wildlife Sanctuary is a unique wetland ecosystem surrounded by semiarid
savannas. It supports large communities of macrophytes and terrestrial plants and stores large quagntities of organic
matter. In this article we propose a methodology for classifying these wetlands using their spectral and textural
signature extracted from Ikonos image data. The main plant communities were identified from low altitude photographs
acquired with a microlight aircraft. Ground data also complemented these photographic records. Classification trials
were made using both spectral and spatial feature (texture) to assess the most appropriate approach. As a result five
classes of macrophytes (as dominant specie) and four terrestrial classes were identified with an accuracy of over 80%.
Texture data brought a significant improvement to the classification.

RESUME:

Les zones humides sont des écosystemes complexes accueillant une grande diversité de paysages associée a l'eau, aux
sols et aux variations de la végétation. Il offre plusieurs ressources essentielles pour la faune et les populations
humaines et soutient une grande variété d espéces de plantes aquatiques. Le Refuge Faunique du Pandeiros est un
écosystéme humide unique entouré par la savane semi-aride. |l supporte de grandes communautés de macrophytes et
les plantes terrestres et une quantité importante de matiére organique. Dans cet article, nous proposons une
méthodologie de classification de ces zones humides basée sur leur signature spectrale et texturale extraite a partir des
données d'image Ikonos. Les principales communautés végétales ont été identifiées a partir de photographies a faible
altitude acquise avec un ULM. Des données au sol ont également compl été ces documents photographiques. Des essais
de classification ont été faits en utilisant les caractéristiques spatiales et spectrales (texture) pour évaluer I'approche la
plus appropriée. En conséquence cing classes de macrophytes (comme espéce dominante) et quatre classes terrestres
ont été identifiés avec une précision de plus de 85%. Les données de texture ont apporté une amélioration significative
alaclassification.

1. INTRODUCTION
The Pandeiros River Flood Plain presents al this characteristics
and is considered an important wetland site in Brazil. It is even
Wetlands were previously seen as dirty, dangerous and  more special since it is located in a region of water scarcity
unimportant areas by most Western communities (Gooselink, surrounded by savanna vegetation. It provides several
2003). Since the Ramsar Convention, a new perception of those ecosystem services such as recycling nutrients, fixing carbon
environments spread through occident. Several governments  and recharging the aquifer. Due to its relevance the State
agreed in built a framework for the conservation and wise use Government acknowledged this site as a Wildlife Sanctuary.
of these areas (Ramsar 2006). Brazil is one of the signatory ~ However, the recognition as a protected area does not ensure
parties of the convention and holds humerous wetlands in its the preservation of this region. Large areas still been used to
territory. raise cattle and several small ones are drained and used by
communities for family farming (Barbosa, 2009).
Although Brazil recognize the importance of Wetlands, a lack

of definition and specific protecting laws threat this  Sinceit is a unique site in Brazil, identifying types of wetlands
environments. Due to this absence, we adopted the Canada’s  found in this environment will subsidized its proper
National Weltands Working Group (1997) concept which management and conservation. Nevertheless, this task is a
considers wetlands areas saturated by water long enough to  challenge since Pandeiros host a complex ecosystem with a

support aquatic process as indicated by aquatic vegetation, high diversity of landscapes.
poorly drained soils and biological activity adapted to this

particular conditions.
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The inventory of wetlands demand field surveys, aeria photo
interpretation and satellite imagery. Melack (2004) points out
that the use of satellite images is considered the most efficient,
sinceit allows afast data acquisition and cartographic mapping.
A large range of tools are available to classify this sort of data.
However, high resolution images require more sophisticated
approaches. Texture has achieve expressive results in the
classification of those images. For example, Davis et a (2002)
obtained an overall accuracy classification of 75% using image
texture for riparian zones. Thus, as a starting point, we decide
evaluate texture potential of classify different groups of aquatic
plants based on Ikonos images.

1.1 Gray Level Co-occurrence Matrix

Several methods can be applied to texture analysis. Among
these, the Gray Level Co-occurrence Matrix (GLCM) seems to
be the most commonly used (Franklin, 2001) and has been
recognized as one of the best tools for specific situations of
classification (Clausi, 2000; Maillard, 2003). GLCM is a second
order histogram in which each entry reports the join probability
of finding a set of two grey levels at a certain distance and
direction from each other over some pre-defined window
(Maillard, 1999). Haralick et a (1973) was the first to extract
texture features in order to classify images. 14 textures
measures were originally described by Haralick. However many
features are highly correlated which made five of them more
popular: Contrast, Angular Second Moment, Entropy, Inverse
Difference Moment and Correlation.

In this study, we aimed to evaluate the use of GLCM in the
classification and segmentation of high resolution image of a
wetland environment. As well as determining the optimal
parameters of textures, window size and distance to be used in
the study of IKONOS images for this sort of environment.

2. METHODOLOGY

2.1 Study Area

T T T

Figure 1. Location of Pandeiros Wildlife Sanctuary in Minas
Gerais (MG) — Brazil.

The Pandeiros Wildlife Sanctuary (PWS) is located near the
Pandeiros River mouth, in the Northern part of the State of
Minas Gerais (Figure 1). This river is an important affluent of
S8 Francisco River and is the breading grounds of severa
species of fish. It is also a refuge for numerous rare endemic
and threatened bird species (Biodiversitas, 2005). The region is
protected by the State government authorities and is managed
by the Forest Institute of Minas Gerais (IEF-MG).
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It occupies a total area of 6103 ha. and preserves a unique
wetland with riparian forests, palm swamps, wet meadows,
lakes and ponds (Figure 2). Climate presents two distinct
periods: wet season from October to March, and dry from April
to September. This variation is characteristic of the Cerrado
biome where water deficit spans for about half the year.

2.2 Fied Work

The first of Four field campaigns was conducted in September
2008 using a boat and an al-terrain vehicle to access difficult
areas for a genera reconnaissance approach. During the second
one in February 2009 geodetic ground control points were
collected for the geometric correction and registration of the
image. A specific work area was aso defined and data was
acquired on the different vegetation physiognomies that could
be identified on the Ikonos image. The third campaign in May
2009 was mainly dedicated to acquire low altitude photographs
using a micro-light aircraft to serve as complementary
validation data. The Fourth and last one in April 2010 allowed
acquiring new low altitude photographs and visit a few spots
where some botanical inventory was still necessary. During the
last three campaigns, printed copies of the Ikonos image (scale
1:5000) were used to identify complexes both in the field and
on the image. This data allowed us to divide vegetation of the
study area in 9 different classes (Figure 2): Pontederiaceae,
Nymphaeaceae, Riparian forest, Open Water, Alismataceae,
Cyperaceae, G- Pasture, H —Flooded Pasture, | — Bare Soil.

Figure 2. (@) Fusionned, false color lkonos image of the
Pandeiros. The image represents an area of 1200x1200 pixels or
144 ha. Legend: A — Pontederiaceae; B — Nymphaeaceae; C —
Riparian forest; D — Open Water; E — Alismataceae F —
Cyperaceae; G —Pasture; H — Flooded Pasture; | — Bare Soil.

Photographic records of different vegetation typology were
acquired to constitute a visua inventory of the Pandeiros. The
dominant plant groups present on the photographs were
identified by two botanists a the Botanic Taxonomy
Laboratory of the Universidade Federal de Minas Gerais
(UFMG). The aerial photographs proved to be useful for the
inventory and as validation data. Since only a navigation GPS
was used in the last two campaign, care was taken to note and
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draw the landscape context for al the ground control points that
were mainly acquired for thematic purposes (as opposed to
geodetic). These points were essential for understanding the
different environments and their respective context. It is during
the February campaign that the test area presented here was
selected for having the largest possible number of different
natural environments within the smallest area. The selected area
covers 1.44 km? and isillustrated in Figure 2.

2.3 Image Aquisition and Pre-processing

One fusionned Ikonos image' registered to a UTM
projection of the central part of the PWS was provided by the
Forest Ingtitute of Minas Gerais (Figure 2). This image was
acquired in September 2006 corresponding to the end of the dry
season when the water level is at its lowest. Given the flatness
of the relief and geodetic ground control points, registration
errors were kept below 5 meters.

2.4 TexturePre—processing

The Ikono's red band was selected to create the texture features
due to the high reflectance response of vegetation in this
channel. This band was used as input data in the program
MACOOQC (Philippe Maillard ©2010) which is able to produce
al five texture measures in four directions: 0°, 45°, 90° and
315°. Although data was produced in four directions, we
analysed this information grouped.

2.5 Gray Level Co-occurrence Matrix (GLCM) Tests

Initially, we selected a few parameters (pixel pair lag distance,
window size and texture features) to conduct the first tests in
order to stipulate the best value of distance.

The following values were chosen for lag distance: 3, 4, 5, 6
and 7. We did not use values 1 and 2 because of the high
correlation between neighbouring pixels (especially considering
the image resolution results from a fusion). A value of 7 was
fixed as the maximum given that aquatic plants present
homogeneous groups with little or no projection of shadows and
the average object sizeisrarely larger than 7 meters.

Window sizes of 15, 21, 25, 31, 35 and 41 were selected. A
maximum window size of 41 was selected once most of the
features present in the study do not exhibit homogeneous areas
larger than 1.600 m?. We opted for the most commonly
parameters used: Angular Second Moment (ASM), Entropy
(Ent.), Constrast (Cont.), Inverse Difference Moment (IDM),
and Correlation (Corr.)

Supervised classification method, which demands ground truth
data, were performed using the maximum likelihood decision
rule (Biehl and Landgrebe, 2002). Areas selected as training
and validation samples were chosen based on field data and
image interpretation. A few tests were performed to evaluate
the effect of window size on the variance of the class. We chose
use windows of about 11 x 11 pixels or 121 m? in the
classification process. The class of bare ground was the only
exception and windows of 9 x 9 pixels were chosen to maintain
the integrity of the samples considering the difficulty of having
"pure" samples of bare sail.

! Fusionning involves resampling the 4 m multispectral to 1 m
using the panchromatic channel.

After apply the Supervised method to images compound by
texture and spectral bands, afive steps Knock-out process (table
01) was performed in order to reduce the features types and
frequencies that play the most important role in the
classification process. All the combinations that achieved equal
or higher values than 80% of overall accuracy were ranked
and analyzed.

In a second step, tests combining the five variables of texture
with 18 different sizes of window 11, 13, 15 .... 45) were
conducted using only the value 3 for distance. We submit data
to classification and Knock- out process as previously
mentioned.

The third step had consisted in apply the classification to each
parameter of texture separately and combined with the spectral
bands. All the results higher than 80% were used to find the
best window size.

wind +dist 15+ 04
Tex+S 78,1
Cont ASM IDM  Ent Corr  Spectra
79,4 78,4 799 761 773 5I9
81,3 79,8 784 718 60,3
78,9 778 798 65
82,5 80,5 40,1

64

Table 1. Knock — out example. Legend: wind+dist (window +
lag distance), Tex+Spec (Texture + Spectral bands), Constrast
(Cont.), Angular Second Moment (ASM), Inverse Difference
Moment (IDM), Entropy (Ent.), and Correlation (Corr.).

2.6 Validation

Access in wetland areas can be very difficult and a fully
systematic or random sampling scheme was impossible.
Additionally, although the PWS is a protected area, most of it is
still privately owned and we were not aways able to have
permission of access from landowners. Still, we were able to
visit a total of 72 sampling sites chosen from the interpretation
of image data to serve as training and validation data. To
overcome the access limitations, we also used a micro-light
aircraft flown at low atitudes (< 500 m) to acquire over 700
oblique photographs of the area using a digital camera (Nikon
D40X) equipped with a zoom (Nikkor 18-200 mm 1:3.5-5.6).
Data from the tracking log of a navigation GPS (Global
Positioning System) set at a 50 m distance interval was coupled
with the acquisition time of the photographs to account for the
aircraft position at each shot (the camera and the GPS were
previously synchronized). The level of detail on these
photographs was such that the dominant plant families could
easily be interpreted with the help of two botanists and the
ground samples.

3. RESULTSAND DISCUSSION

This paper results are presented in three blocks: Distance
definition, window definition and behaviour of textures
features.
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3.1 Distance definition

A supervised classification based solely on spectral bands of the
Ikonos image has reached an overall accuracy of 72,5%. Thisis
acontrol value to verify the efficiency of add texture featuresin
the classification process.

After perform 150 classification according to the knock-out
process, 68 results achieved values higher than 80% of overall
accuracy (Combinations of lag distances 3 to 7 and windows
size 15 to 41). The distance 3 was present in most of the results
(34%) and there was no prevalence of a given window size. The
texture features compound the results in the following
percentages: ASM ( 72%), IDM (54%), Ent (50%), Corr (26%)
and Cont (18%). However, when we consider the results with
one single feature of texture, Ent. represents 40% of the results
and Cont 40%. as well. The best result reached was 86,5% with
alag distance of 3, awindow size of 41 and using IDM and Ent.
(Table1)

Bands Distance  Window Overall
Acurracy
IDM+Ent+S 3 41 86,5
ASM+IDM+Ent+S 3 35 85
Ent+S 3 41 84,9
Ent+S 6 31 84,1
Ent+Vis 5 21 83,9
Cont+ASM+IDM+ 3 35 83,9
Ent+Cor+S
ASM+IDM+Ent+S 3 21 83,8
Cont+S 4 41 83,2
IDM+Ent+S 5 21 83
ASM+IDM+Ent+S 3 25 83

Table 2. Ten best classification results of Knock —out using all
5 texture features combined with spectral bands, lag distances
between 3 and 7 and the following window sizes: 15, 21, 25,
31, 35 and 41.

3.2 Window definition

With a fixed distance of tree, 90 new classifications were
performed following the knock-out approach and 67 results
showed an overall accuracy exceeding 80%. Again, there was
no prevalence of a given window size. We expected this result
since the Knock-out technique aimed to find the best result for
each size of window. In this case, 76% of the results were
related with texture feature ASM, 60% with Ent, 50% with
IDM, 30% with Cont and 20% with Corr. The results compound
by one Texture band were analysed and the same result order
was achieved. (ASM - 47%, Ent. — 29%, IDM — 18%, Cont.
12% and Corr. 0%). The best result reached was 86,7% with a
window size of 41 using only contrast. (Table 2)
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Bandsand features Distance  Window Overall
Acurracy

Cont+S 3 37 86,7
IDM+Ent+S 3 41 86,5
IDM+Ent+S 3 43 86,4
Ent+S 3 45 86,4
IDM+Ent+S 3 45 86,2
Ent+S 3 43 85,7
ASM+IDM+Ent+S 3 35 85
Ent+S 3 41 84,9
Ent+S 3 39 84,8
IDM+Ent+S 3 39 84,6

Table 3. Ten best classification results of Knock — out using al 5
texture features combined with spectral bands. a fixed lag
distances of 3 and odd values of window sizes between 11 and 45.

This result was unexpected and led us to evaluate separately the
performance of each texture features, aone and combined with
spectral 1kono's bands. During this process we have conducted
180 processes, 90 of each combining texture with the spectra
bands and 90 only with each texture feature. 56 results obtained
values superior to 80%. Entropy responded by 32% of cases. The
contrast was surprisingly the second best feature of texture with
34% followed by IDM (23%) and ASM (18%). The top 3 results
for image classification using a combination of a unique texture
with the spectral bands were obtained with the contrast and the
following window sizes: 37, 41 and 43.

Window  Contrast | Window  Entropy
37 86,7 45 86,4
41 86,5 43 85,7
43 86,5 41 84,9
39 86,4 39 84,8
45 85,6 27 84,2

Table 4. Ten best results of image classifications using each
texture feature separately combined with spectral bands, .a fixed
lag distances of 3 and odd values of window sizes between 11 and
45,

When we evauate the dispersion of the overall accuracy of
classification by size of the window, we notice a genera trend in

Figure 3. Graph of general dispersion of classification results
of texture features according to window size.
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3.3 TexturefeaturesBehaviour
Entropy is negatively correlated with window size when tested
separately. However, when combined with the spectral bands
tends to increase as the window size raises. The contrast is
correlated positively with window size in both, when tested
separately and when combined with spectral bands. In turn, the
ASM presents negative correlation in both situations.
(c) ASM+Spectra (d) ASM
This indicates that the second angular momentum may play an
important role when the window size varies between the values
11 and 30. Unlike the contrast that reaches the best results with
windows between 30 and 45. Entropy presents a peculiar
behaviour because it presents very significant resultsin all sizes
of windows, but these tend to improve as the window size
increases. In the Entropy plus Spectral graph, we can observe
two peaks: one for windows of size 27 and one for windows of
size higher than the 39.
Window Cont ASM IDM Ent Corr (€) IDM+Spectral (f) IDM
+S +S +S +S +S
Window 1,00
Cont+S 0,89 1,00
ASM+S -0,83 -0,87 1,00
IDM+S 0,38 008 013 1,00
Ent+S 0,86 0,79 -0,66 0,27 1,00
Corr+S -0,60 -058 0,75 029 -046 1,00
) ) o ) (G) Ent.+Spectra (H) Ent
Table 5. Correlation Matrix of all classification results using
each texture feature separately combined with spectral band, a
fixed lag distances of 3 and odd values of window sizes
between 11 and 45.
Window Cont ASM |IDM Ent Corr
Window 1,00
Cont 0,86 1,00
ASM -069 -061 1,00 (1) Corr.+Spectral (HCaorr.
IDM -0,71 -0,74 084 1,00
Ent -063 069 044 065 1,00 Figure 4. Dispersion Graphs of classification results of texture
Corr -094 -069 0,67 0,63 044 1,00 features according to window size for each feature processed

Table 6. Correlation Matrix of all classification results using
each texture feature separetely, a fixed lag distances of 3 and
odd values of window sizes between 11 and 465.

(a) Cont.+Spectral (b) Cont.
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combined and not combined with spectral bands.

4. CONCLUSION

The red band of the IKONOS image proved to be suitable for
extraction of texture information to be used in the classification
of aguatic vegetation in high-resolution images. Smaller
distances were more efficient for image classification, as well
as window sizes larger fared better. The use of a single texture
feature combined with the spectral bands was very
efficient. Among the parameters of texture Entropy combined
with spectral bands produced good results for classification in
all window sizes. While the contrast obtained the best resultsin
windows of larger sizes and Second Angular Momentum
showed good results in the windows of smaller sizes.
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ABSTRACT:

Ecosystems provide several services for human well-being. The quality of these ecosystem services is among others affected by
agriculture, the main land user in Europe. Thus, it is essential to provide information about land use in agricultural areas.

In this research, land use classification of agricultural areas is carried out based on high-resolution Spotlight TerraSAR-X images
(TSX-images) of two different polarisations (HH and VV). A stack of several radar images taken during the vegetation season is
used for multi-temporal classification of land cover. The typical phenology of agricultural vegetation types and their individual
phenological development during the year cause differences in the backscatter of the radar signal over time.

Two different study areas are investigated, one in the North East of the city of Hannover, Germany called “Fuhrberger Feld” and one
in the “Gorajec area” in the very South East of Poland. These two areas represent extremely diverse European regions with regard to
agro-technological level, population density, cultivation form as well as geological and geomorphological conditions. Thereby, the
radar signal backscatter for different regions is tested.

Preliminary results show significant differences in the backscatter of crop types in SAR data of about 3 m, especially for grasslands,
grain and broad-leaved crops. Furthermore the VV polarised radar signal has clearly lower backscattering for grains during
summertime and for grasslands in general than for broad-leaved crops.

1. INTRODUCTION Ramankutty et al., 2006). One of the new sensors is the
TerraSAR-X satellite based radar sensor.

Ecosystems have an important function for the quality of human TerraSAR-X allows acquisition of multiple polarized radar
life. They provide material goods and intangible values as  images (products) with a high ground resolution of up to one
“ecosystem services” for human well-being. They comprise all  meter (DLR, 2007; Fritz & Eineder, 2009). As a satellite-based
basic requirements for human well-being, e.g. food, water, air, radar system it is able to provide reliable and regular
climate, or recreation. Ecosystem services base on a complex  information about earth surface. Hence, it is especially suitable
system of ecosystems and their interactions. They enable  for multi-temporal land-use classification. The basic idea of the
security, health, basic material goods, and good social  multi-temporal land-use classification is to use a stack of
relationships  (Millennium  Ecosystem Assessment, 2005;  several products during the vegetation period. Different
Myers & Reichert, 1997). phenological conditions of the vegetation cause an individual
Ecosystem services are affected by different direct and indirect backscatter of radar signal in time. In this way, a higher content
drivers of change. Beside natural drivers, also human impacts  of information for the classification method is available. Studies
influence the ecosystem services; one important impact is land with elder systems like ERS 2 or ENVISAT-ASAR showed
use (Millennium Ecosystem Assessment, 2005). Although land  already the general feasibility of this approach (Schieche et al.,
use and ecosystem services interacted since the beginning of 1999; Foody et al., 1988; Borgeaud et al., 1995; Tavakkoli
land cultivation, there has been an unprecedented increase of Sabour et al., 2008).
intensity in land use in the twentieth century (Poh Sze Choo et The objective of this study is to conduct a multi-temporal land-
al., 2005; Ramankutty et al., 2006). This leads to numerous  use classification of TerraSAR-X images and to examine the
negative impacts on ecosystems services (Poh Sze Choo et al.,  suitability of the classification results for assessing impacts of
2005; Ramankutty et al., 2006; DeFries, 2004). To assess the  land-use change on ecosystem services. Individual temporal
impacts of land-use changes on ecosystem services, it is  backscatter patterns are identified for different crop types.
indispensable to provide precise and up-to-date information  Observations concentrate on European agricultural areas and on
about land use and land-use change. Remote sensing affords the  two selected ecosystem services, namely biodiversity and soil.
opportunity to derive this information. New high-resolution
sensor types are particularly suitable to improve land use
classification results (Poh Sze Choo et al, 2005;

* Corresponding author.
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2. METHODOLOGY
2.1 Study areas

Two study areas have been chosen to test the robustness and
transferability of the approach. The test sites vary strongly in
their sociological, ecological, economic, and geomorphological
conditions. The Fuhrberg area (“Fuhrberger Feld”) is situated in
Germany, in the North East of the city of Hannover (52.56 N,
9.84 E), while the second area (“Gorajec”) is located in the very
South East of Poland (50.68 N, 22.85 E). The German study
area is characterised by intensive agriculture, modern
production methods, and large fields. The terrain is flat and the
share of field margin strips, hedgerows and other habitat
structures is low. The area is a water protection area and its
ground water is provided as drinking water for the region of
Hannover.

In contrast, in the Polish study area traditional production
methods are applied and technical and agrochemical equipment
standard is low. The region belongs to the least developed
regions in Europe concerning its agricultural production
methods (Palang et al., 2006). According to this, landscape
structure is dominated by a mosaic of habitat structures, and the
size of fields is exceptionally small. The characteristic land
relief and loess soils of the Gorajec region cause strong soil
erosion processes (Jadczyszyn 1997).

2.2 Data sets

For both study areas TerraSAR-X images were acquired in High
Resolution Spotlight Mode (HS) during the growing season of
the year 2009 (Table 1). The images were taken in dual
polarisation VV and HH and delivered as ground range
products with equidistant pixel spacing in azimuth and ground
range direction (Fritz & Eineder 2009). Seven images are
available for the Gorajec area and only five for the Fuhrberg
region because no images could be ordered for the Fuhrberg
region in August and September 2009. For the Polish Gorajec
area all acquisitions are taken at an incidence angle of 31.72 °,
those for the Fuhrberg area at an incidence angle of 34.75 °.
Ground range resolution is 2.1 meters for Fuhrberg and 2.3
meters for Gorajec. Resolution in azimuth direction is 2.4
meters for both areas. The extent auf the scenes is 5 kilometers
in azimuth and 10 kilometers in ground range according to the
HS-Mode.

study area  |month day

Gorajec March 14
Fuhrberg March 11
Fuhrberg April 13
Gorajec Apri 27
Fuhrberg June 18
Gorajec June 10
Gorajec July 13
Fuhrberg July 10
Gorajec August 4
Gorajec September 6
Gorajec October 9
Fuhrberg October 17

Table 1: Availability of TerraSAR-X images
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2.3 Ground truth

Ground-truth data were collected in both areas during the year
2009. Vegetation mapping was conducted to generate ground-
truth information. In the Fuhrberg region, vegetation mapping
was conducted on the exact acquisition dates. Therefore 152
fields have been visited regularly. Additional 46 fields were
mapped in July. This results in a total number of 198 test fields
for the Fuhrberg region.

In the Gorajec area, ground truth information was collected on
three dates during the vegetation period of the year 2009. They
covered the acquisition dates for Gorajec in April, August and
October. 135 fields were mapped in the Polish study area.

The size of the investigated fields differs considerably between
both study areas (Table 2). The mean size of the fields in the
Fuhrberg region is 5.27 ha whereas the fields in the Gorajec
area have a mean size of only 0.70 ha.

Fuhrberg (GER) Gorajec (PL)
sum 1048.34 94.34
max 24.36 3.12
min 0.37 0.03
mean 5.27 0.70

Table 2: Size of ground truth areas [ha]

During the field campaigns several parameters were recorded

for each investigated field in a check list:

e Local situation of crop type and its phenological stage,
according to the BBCH - scale for the description of
growth stages of mono - and dicotyledonous plants
(Meier & Bleiholder, 2006)

e  Cultivation practices

e  Other relevant observations (e.g. weed content, crop
residues)

GPS-referenced pictures of all fields were taken. For each

acquisition date the local weather conditions and moisture of

surface area were recorded.

2.4 Data processing

After co-registration and georefencing of the datasets, the multi-
temporal DeGrandi filter was applied on both sets. The
described procedures were performed with ENVI SARSCAPE
Software.

Radiometric calibration was done according to INFOTERRA
(2008):

081 =10 * log,, (CalFact * DN*) +10log,(SING,,)

Where: 6% = the calibrated pixel value in decibel
CalFact = the calibration and processor scaling
factor

DN = the pixel intensity value

Oloc = the local incident angle which is the angle
between the radar beam and the normal to

reflecting surface.
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3. RESULTS
3.1 Results of ground truthing

The described differences of the study areas lead to different
characteristics of crops with regard to the type of cultivated
plants and their appearance. This is reflected by the results of
taken ground truth on-site.

15 (Fuhrberg) and 16 types of crops (Gorajec) have been
recordered (Table 3). In the Fuhrberg area the presence of
weeds is low on most fields. Nevertheless a gradient in the
amount of weeds between different potato-fields has been
detected. Some of them are completely free of weeds while
others contain a certain amount of various species of weeds.
The differences cannot be attributed to plant diseases. In
Gorajec the amount of weeds is explicitly higher than in the
Fuhrberg area. Most fields contain different kinds of weeds.
Most potatoes in the Polish study area suffer from a disease.

Fuhrberg (GER) Gorajec (PL)
crop type count crop type count
grasslands and grasslands and
meadows 43 meadows 4
oat 4 oat 7
rye 33 rye 12
barley 20 barley 24
maize 13 maize 2
spelt grain mixture:
1 barley, wheat, oat 18
wheat 9 wheat 25
winter rape 8 turnip rape 2
sugar beets 18 sugar beets 3
potatoes 24 potatoes 6
fallow land 5 fallow land 3
strawberries 3 black currant 5
asparagus 12 tobacco 13
beans 1 beans 4
Lolium perenne 4 trefoil 4
grain mixture:
wheat, rye 3

Table 3: Type and quantity of crops

3.2 Measurement of signal backscatter

Measured backscatter of radar signal differs for different crops
and different acquisition times. Thus an individual pattern of
backscatter can be derived for every single crop type. In the
following, first results of backscatter patterns (means per field)
for selected crops are presented.

3.2.1 Fuhrberger Feld area

Broad-leaved crops and asparagus: The comparison of HH
polarised mean backscatter values per field exhibits high
backscatter values for broad-leaved crops (Fig.1). Sugar beets
have high backscatter values (-6 dB) during full development of
leaves in June (BBCH-codes 31-39). In July, during full
phenological development, values exceed -6 dB yet. Images
with sugar beets have been available in June, July and October.
Values of maize and potatoes rise up to -8 dB when leaves
cover the ground. Potatoes reached this value in June when
flowering started (BBCH-codes 60-65). In April, after sowing,
backscatter values are dispersed over the whole range between -
7.5 and -14 dB. Maize also reached the development state of
closed canopy in June (BBCH-codes 30-32) and HH-polarised
backscatter is equal to the one of potatoes. Backscatter distri-
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Figure 1: Backscatter distribution for broad-leaved crops and
asparagus in the Fuhrberg area

bution for potatoes and maize has a wide range in October after
harvesting due to differences in surface conditions. On winter
rape fields, the ground was already covered in March when
seven to nine leaves occurred (BBCH-codes 17-19).
Accordingly, backscatter values average >-8 dB and remain on
a high level of -10 dB or more up to July before harvesting
started. The values for the different crops show that
discrimination of broad leaved crops from those with narrow
leaves is possible due to the clear difference in backscatter
values. Furthermore, one can even differentiate within the



In: Wagner, W., Székely, B. (eds.): ISPRS TC VII Symposium — 100 Years ISPRS, Vienna, Austria, July 5-7, 2010, IAPRS, Vol. XXXVIII, Part 7B

Contents

Author Index

Keyword Index

broad-leaved crops due to the time difference in development of
ground covering leaves. For asparagus there is a widespread
backscatter distribution recognizable for all acquisition months.
The maximum backscatter values (up to -2 dB) are reached in
March, July and October. Lowest values (below -14 dB) were
noticed in April and June. The structure of the asparagus plant
and the plantation in rows seems to influence the reflection
strongly.

The analysis of the VV polarised signal shows a very similar
backscatter for broad-leaved crops when compared to the HH
polarised signal. Just a minor decline of values occurs at all
dates.

Figure 2: Backscatter distribution for grains in Fuhrberg area

Grains: Backscatter values for grains (Fig 2) differ decisively
from broad-leaved crops. In April, the values exhibit a decline
to <-10 dB despite of the different phenological stages for
spring and winter grains. In April 2009, spring grain started the
development of first leaves (BBCH-codes 11-14), while winter
grain finished the development of tillers and started elongation
(BBCH-codes 29-31). But, these strong differences in the
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canopy structure and ground cover between winter and summer
grains are not mirrored in the backscatter. After development of
closed canopy in June, backscatter values remain on low level
(<-11 dB) except from most oat fields where values remained
above -12 dB. The backscatter of some barley and rye fields
declined to -15 dB, while wheat and oat never cross the line of
-14 dB. During June acquisition, all grains began flowering or
fruit development (BBCH-codes 61-75). The values for barley
and rye in July rose to >-12 dB. Most barley fields have a mean
backscatter distribution of -9.5 to -12 dB. Rye fields have a
mean backscatter from -8 dB to -12 dB. The backscatter values
for wheat and oat remain on the level of June. Nearly all grains
finished flowering and fruit development and were at stage of
ripening (BBCH-codes 83-89) in July. Distribution of mean
backscatter during October acquisition differs on wide range
due to different dates of harvest.

Except for oat, backscatter of VV polarised measurement show
a strong decline of approx. -2 dB in June and July compared to
HH polarised data. For other months and for oat this effect
cannot be recognized or the decline is not as strong.

Within the group of grains, oat is clearly discriminable because
the backscatter values in June do not decrease.

Grasslands and meadows: For grasslands and meadows there
is a characteristic low backscattering of the radar signal in
March (Fig. 3). Its distribution ranges from -10.6 to -14.3 dB.
The values are lower than for most other crops at this time.
Thus, grassland could be easily discriminated from grains, bare
soil in preparation and intertillage crops which existed on other
fields during March acquisition. Backscattering during
acquisitions in April, June and July is similar to the one of
grains. In April and June, the mean backscatter is <-12 dB. It is
equally distributed up to -16 dB. In July, backscatter values
reach >-12 dB; the phenology varied because of previous
swathe. October values then reach the level of March again.

In VV polarised mode measured backscatter signal is lower than
HH polarised signal for all acquisition month. This effect is
strong