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ABSTRACT: 
 
This paper describes the sensor modeling and the photogrammetric triangulation procedure for the TLS (Three-Line-Scanner) system. 
This system is a new airborne digital sensor developed by STARLABO, Tokyo, jointly with the Institute of Industrial Science, 
University of Tokyo. It utilizes the Three-Line-Scanner principle to capture digital image triplets in along-strip mode. The imaging 
system contains three times three parallel one-dimensional CCD arrays, with 10200 pixels of 7µm each. They produce seamless 
high-resolution images (5-10 cm footprint on the ground) with three viewing directions (forward, nadir and backward). In order to 
get precise attitude data and high quality image data from an aerial platform, a high quality stabilizer stabilizes the camera and 
outputs attitude data at 500 Hz. A Trimble MS750 serves as Rover GPS and collects L1/L2 kinematic data at 5 Hz and another 
Trimble MS750 serves as Base GPS on the ground. 
The position and attitude elements measured by the on-board GPS/INS do not refer to the perspective center of the imaging camera. 
Additionally, there is a boresight misalignment between the axes of the INS and the camera. These translational and rotational offsets 
have been taken into account in our sensor model and combined triangulation procedures. In our experiments, the following 3 
trajectory model are evaluated: (a) Direct georeferencing with stochastic exterior orientations (DGR), (b) Piecewise Polynomials with 
kinematic model up to second order and stochastic first and second order constraints (PPM) and (c) Lagrange Polynomials with 
variable orientation fixes (LIM). 
With different numbers and distributions of control points and tie points, 4.9-6.3 cm and 8.6-9.4 cm absolute accuracy in planimetry 
and height is achieved using the DGR model under the condition that the GPS/camera displacement corrections have been applied. 
Moreover, with different numbers of spline sections or orientation fixes, 2.6-6.0 cm and 4.9-11.7 cm absolute accuracy in planimetry 
and height is attained using the PPM and LIM models. These results show that a ground point determination of 0.5-1.2 pixel accuracy 
in planimetry and 0.7-2.1 pixel accuracy in height has been achieved. The orientation parameter determination using the DGR model 
has the advantage of stability and needs less control points, but the obtained accuracy is better with the PPM and LIM models. This 
however is penalized by the need to have more well-distributed control and tie points. 

 
 

1. INTRODUCTION 

In the last decade, in photogrammetry and remote sensing high 
spatial resolution digital sensors are developed to collect 
panchromatic and multispectral imagery. At the current time, 
most of these digital sensors are based on the Three-Line-
Scanner principle and use linear arrays in pushbroom mode due 
to two reasons: (a) matrix CCD array imaging systems with a 
comparable size have not been available and, (b) the linear 
sensors are less expensive to fabricate than frame arrays. 
Cameras based on linear CCD sensors like the Wide Angle 
Airborne Camera WAAC (Boerner et al., 1997), the High 
Resolution Stereo Camera HRSC (Wewel et al., 1999), the 
Digital Photogrammetric Assembly DPA (Haala et al., 1998) 
were the first digital systems being used for airborne mapping 
applications. The first commercial airborne line scanner 
Airborne Digital Sensor ADS40 was developed by DLR/LH 
Systems and introduced at the XIXth ISPRS Congress in 
Amsterdam (Reulke et al., 2000; Sandau et al., 2000). In the 
year 2000, Starlabo Corporation, Tokyo designed a new 
airborne digital imaging system, the Three-Line-Scanner (TLS) 
system, jointly with the Institute of Industrial Science, 
University of Tokyo and completed in the meantime several test 
flights. The TLS system was originally designed to record linear 
features (roads, rivers, railways, powerlines, etc) only, but later 
tests also revealed the suitability for general mapping and GIS-

related applications. However, this was already conceived by 
Murai, Matsumoto, 2000, Murai, 2001. 

 
Georeferencing the image data of linear scanner systems  is 
more complex compared to standard aerial triangulation. In 
traditional photogrammetric triangulation, the georeferencing 
problem is solved indirectly using some well-distributed control 
points and applying geometric constraints such as collinearity 
equations between the image points and object points. In 
principle, this approach can be transferred directly to line 
scanner imagery, but due to the line scanning process the 
geometry of this imagery is much weaker compared to the 
traditional frame sensor imagery and the orientation parameters 
for all the image lines need to be recovered. In satellite platform 
applications this problem can partly be solved by modeling the 
trajectory by piecewise polynomial models due to the fact that 
there is a high correlation between the orientation parameters of 
each scan line. In these models, only the polynomial parameters 
have to be recovered by using the control and tie points. 
Because of the high dynamics of the airborne environment, the 
airborne digital sensors have to be integrated with high accuracy 
INS and GPS systems. This additional information allows for 
reducing the number of control points and enables even direct 
georeferencing of the linear array imagery. Nowadays, the 
integration of INS/GPS using the Kalman filtering approach can 
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reach a high absolute accuracy. For GPS, using the differential 
phase observations with rover-master receiver separation below 
30 km, better then 10 cm absolute positional accuracy in 
airborne kinematic environments can be achieved (Cannon, 
1994). Using a GPS-updated, high to medium accuracy inertial 
system for attitude determination, accuracies in the range of 10-
30 arc sec can be obtained (Schwarz, Wei, 1994). In a combined 
aerial triangulation approach, these parameters from the 
integrated INS/GPS system are used as additional weighted 
observations.  

 
The purpose of this paper is to deal with the sensor modeling 
and the high precision georeferencing of the TLS imagery, 
collected with the Three-Line-Scanner System developed by 
Starlabo Corporation, Tokyo. Three different trajectory models 
are tested to retrieve the exterior orientation parameters and the 
results are reported. The next section describes briefly the TLS 
system. Then we report about the sensor model. Following that 
three different trajectory models and the corresponding 
combined triangulation approaches are introduced. In the final 
part the experimental results and conclusions will be provided. 

 
 

2. THE TLS SYSTEM 

The TLS (Three-Line-Scanner) system is a new airborne digital 
sensor, developed by Starlabo Corporation, Tokyo (Murai, 
Matsumoto, 2000; Murai, 2001; Chen et al., 2001). It utilizes 
the Three-Line-Scanner principle to capture digital image 
triplets in along-strip mode. The imaging system contains three 
times three parallel one-dimensional CCD focal plane arrays, 
with 10 200 pixels of 7µm each (Figure 1). The TLS system 
produces seamless high-resolution images (5 - 10 cm footprint 
on the ground) with three viewing directions (forward, nadir and 
backward). There are two configurations for image acquisition. 
The first configuration ensures the stereo imaging capability, in 
which the three CCD arrays working in the green channels are 
read out with stereo angles of about 21 degrees. The second 
configuration uses the RGB CCD arrays in nadir direction to 
deliver color imagery. In order to get precise attitude data and 
high quality raw image data from an aerial platform, a high 
quality stabilizer is used for the camera and outputs attitude data 
at 500 Hz. A Trimble MS750 serves as Rover GPS and collects 
L1/L2 kinematic data at 5 Hz and another Trimble MS750 
serves as Base GPS on the ground. For the TLS sensor and 
imaging parameters see Table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. TLS CCD sensor configuration 
 

focal length 60.0 mm 
number of pixels per array 10200 
pixel size 7 µm 
number of CCD focal plane arrays 3 
stereo view angle 21/42 degree* 
Field of view 61.5 degree 
instantaneous field of view 0.0065 degree 
scan line frequency 500 HZ 

     * forward-nadir/forward-backward stereo view angle 
 

Table 1. TLS sensor and imaging parameters 
 

The TLS imaging system does not use the highest quality gyro 
system to achieve highly precise attitude data over long flight 
lines. Instead, a combination of a high local accuracy INS with 
the high global accuracy GPS is exploited. The rover GPS is 
installed on the top of the aircraft and, the INS and the TLS 
camera are firmly attached together. Figure 2 shows the 
configuration of the TLS components. After the collections of 
the GPS/INS raw data, the kinematic position and attitude data 
are calculated, but without the integration through Kalman 
filtering approach. This results in large drift values for the INS 
observations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. System configuration of the TLS system 
 

The image data collected by the TLS imaging system is only 
useful under the condition that the geometric relationship 
between pixels and their corresponding ground coordinates, i.e. 
the sensor model is known. Thus, the sensor modeling is the 
most important problem to be solved firstly.  

 
Unlike with frame-based photography, the three-line geometry 
is characterized by a nearly parallel projection in the flight 
direction and perspective projection perpendicular to that 
(Heipke et al., 1996). Our sensor model for the TLS images is 
based on the collinearity equations and uses different forms of 
trajectory model. These models are used for the improvement of 
the measured exterior orientation parameters for each scan line 
of TLS images by a modified photogrammetric bundle 
adjustment procedure. 

 
 

3.  SENSOR MODELING 

Unlike frame-based aerial photography, where all pixels in the 
image are exposed simultaneously, each scan line of the TLS 
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image is collected in a pushbroom fashion at a different instant 
of time. Therefore, there is in principle a different set of values 
for the six exterior orientation parameters for each scan line. A 
good mathematical sensor model is needed to improve the time-
dependent orientation elements of the TLS trajectory by 
photogrammetric triangulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
At any given instant of time we can imagine the TLS CCD 
sensors to be positioned perpendicular to its flight trajectory at 
the instantaneous perspective center (Figure 3). At this instant 
of time  three lines of 10 200 pixels each are acquired. With the 
movement of the aircraft three TLS image strips are constructed. 
In the TLS imagery the pixel coordinates of one certain point 
are given by its digital image column v and the scan line 
number u. We define the image coordinate system as having its 
origin in the principle point of the focal plane and its x-axis 
perpendicular to the nadir CCD line. It is obvious that the image 
coordinates (x, y) of an image point are only related to the pixel 
coordinate v and the interior orientation parameters. After the 
interior orientation parameters and the lens distortion of the 
TLS camera have been estimated in the laboratory by a 
collimator device, the image coordinates (x, y) of a point can be 
computed by the following equations with respect to its pixel 
coordinate v: 
 
 
 
 
 
 
 
 
 
(x0, y0) are the image coordinates of the center of the CCD 
arrays, α is the inclination angle for the forward and backward 
CCD arrays to the image y axis, a1,a3 and a5 are radial 
symmetric lens distortion correction coefficients, Midv is the 
number of the CCD central pixel and ps is the pixel size (Fig. 3). 

 
To relate the image coordinates (x, y) to the object coordinates 
(X, Y, Z) of a terrain point at any given instant, the following 
collinearity equations are used:  
 
 
 
 
 
 
 
 
Here c is the calibrated camera constant; XN, YN, ZN, ωN, ϕN and 
κN are the exterior orientation parameters belonging to the Nth 
scan cycle. Assuming a constant scanning frequency fs, the 
orientations are functions of the pixel coordinate u. 
 
  
 
These orientation parameters can be measured by the onboard 
GPS/INS system directly, or estimated by means of a 
photogrammetric triangulation procedure with some well-
distributed control points. The directly measured position and 
attitude elements (XGPS, YGPS, ZGPS, ωINS, ϕINS, κINS) from the 
GPS/INS system do not refer to the perspective center of the 
imaging camera. The GPS antenna and the center of the INS 
unit are displaced from the camera, resulting in translational and 
rotational offsets (Figure 2). Additionally, there is a boresight 
misalignment between the axes of the INS and the camera. 
These translational and rotational displacements should be 
corrected in order to obtain correct exterior orientation 
parameters for the instantaneous perspective center: 
 
 
 
 
 
 
 
 
 
Where (∆X, ∆Y, ∆Z) are translational displacement corrections 
between the GPS receiver and the TLS camera; (∆ϕINS, ∆ωINS, 
∆κINS) are INS errors including the boresight misalignment 
angles between the axes of the INS and the TLS camera.  
 
The translational displacement vector between the GPS receiver 
and TLS camera can be determined using conventional 
terrestrial surveying methods after the installation of the TLS 
system in the aircraft. In the TLS system, the stabilizer keeps 
the camera pointing vertically to the ground in order to get high 
quality raw images, so the achieved attitude data from INS 
refers to the INS/camera body and not to the aircraft. For 
correction of this kind of displacement, the aircraft attitude data 
should be recorded and used. We can measure the GPS-INS 
displacement when the system is in its initial status, then use the 
recorded aircraft attitude data to calculate the instant GPS-INS 
displacement at the same frequency as the aircraft attitude data. 
Using the same method, the INS-camera displacement vector 
can also be obtained. For the total GPS-camera displacement 
vector we obtain: 
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Figure 3.TLS CCD sensor coordinate system definition 
and interior orientation parameters 

              C: Center point of CCD linear array 
              H: Principal point 
              α: Inclination of CCD array to y-axis 
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Where (TX, TY, TZ)T is the translational displacement vector 
between the GPS receiver and the INS; s is the vertical 
displacement between the INS and TLS camera. Since it is only 
about 20.3 cm in length it is not subject to rotation; (Φ(t), Ω(t), 
Κ(t)) are the instantaneous attitude values for aircraft. Due to 
the low accuracy of the aircraft attitude data (RMS of the 
directional values is 0.3°), there should be some residual errors 
left in the position data for the perspective center of the camera. 
Assuming the maximum component of GPS-INS displacement 
vector is 2 meters, the error caused by the directional error of 
the aircraft attitude data could be 1-3 cm. This situation should 
be considered in the TLS sensor modeling.  
 
The rotational offsets, i.e. the boresight misalignment between 
the INS sensor axes and the camera coordinate system cannot be 
observed via conventional surveying methods. The attitude 
errors of the INS system mainly consist of the constant offset 
(ϕ0, ω0, κ0) due to the incorrect initial alignment and the drift 
errors (ϕ1, ω1, κ1). These errors have to be determined or 
corrected to obtain correct attitude data (ϕN, ωN, κN). 
 
 
 
 
 
 
 
By combining the equations from (1) to (6), the sensor model 
can be written as: 
 
 
 
 
. 
 
 
 
 
 
 
This expresses the relationship between the pixel coordinates (u, 
v) and the object coordinates (X, Y, Z) . 
 
Equations (7) are the basic equations in the triangulation 
approach, which are appended by a trajectory model. The 
strength of the triangulation process with TLS data lies in the 
fact that at any instant of time there is only one set of 
orientations of the aircraft, yet there are three lines of data 
acquired. Measurements can be made in all three images, 
enabling each tie point to be double matched and a good degree 
of redundancy to be achieved.  
 
So far we have experimented with three different types of 
trajectory models: (a) Direct georeferencing with stochastic 
exterior orientations (DGR), (b) Piecewise Polynomials with 
kinematic model up to second order and stochastic first and 
second order constraints (PPM) and (c) Lagrange Polynomials 
with variable orientation fixes (LIM). The detailed formulation 
of our sensor models is given in the next section. 
 
 

4.  TRAJECTORY MODELS 

4.1  Direct Georeferencing Model (DGR) 

Under the condition that the attitude data of the aircraft was 

recorded successfully, the translational displacement vector can 
be calculated and corrections can be made for the TLS 
positional data (equation (4)). Considering the errors of the 
aircraft attitude elements and the GPS errors, the positional data 
for the whole TLS trajectory can be modeled as: 
 
 
 
 
 
 
 
Where (Xoff, Yoff, Zoff) are the unknown offset parameters to be 
estimated. Similarly, the INS error terms (∆ϕ, ∆ω, ∆κ) can be 
modeled by equations (6) for the whole trajectory. 
 
Combining equations (6) to (8), the following observation 
equations for the triangulation procedure of TLS imagery can be 
formed: 
 
 
 
 
 
 
 
 
The first equation of this system is the linearized observation 
equation of (7) and xoff is the unknown positional offset vector; 
xs and xd are the unknown INS shift and drift terms respectively; 
xg is the ground coordinates vector; A, Bs, Bd and C are the 
corresponding design matrices; v, l and P are the respective 
residual and discrepancy vectors and weight matrices. 
 
This trajectory model allows the determination of 9 systematic 
error components, which are the remaining errors after the GPS-
camera displacement vector correction and the INS error terms. 
The triangulation procedure based on this trajectory model can 
thus be used for TLS system calibration and direct 
georeferencing as well.  
 
4.2  Piecewise Polynomials Model (PPM) 

The piecewise polynomial model has been often used to model 
the platform trajectory with respect to time (Lee et al., 2000). In 
this model, the values of the exterior orientation parameters are 
written as polynomial functions of time. The bundle adjustment 
solution determines the polynomial coefficients instead of the 
exterior orientation parameters themselves. Due to the 
instability of the high-order polynomial models, the piecewise 
polynomial model is used, in which the full complex trajectory 
is divided into sections, with each section having its own set of 
low-order polynomials. Continuity constraints on the orientation 
parameters at the section boundaries ensure that the calculated 
positions and attitudes are continuous across the boundaries. 
 
The piecewise polynomial model is only used to model the 
translational displacement correction terms (∆X, ∆Y, ∆Z) in our 
case. The model is described as followings: 
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The INS errors are a function of time and most of the time-
dependent errors follow a systematic pattern, so the INS error 
terms (∆ϕ, ∆ω, ∆κ) are modeled by equations (6) for the whole 
trajectory. 
 
The total number of unknown parameters in this piecewise 
polynomial model with ns segments is 9 × ns + 6, i.e. 
 
 
 
 
 
 
There are two kinds of constraints that are applied to each 
parameter at the section boundaries. The zero order continuity 
constraints ensure that the value of the function computed from 
the polynomial in every two neighboring sections is equal at 
their boundaries, i.e.  
 
 
 
 
 
 
 
 
The first order continuity constraint requires that the slope, or 
first order derivative, of the functions in two adjacent sections is 
forced to have the same value at their boundary, i.e. 
 
 
 
 
 
 
 
 
All these constraints are treated as soft (weighted) constraints. 
The bundle adjustment solution determines the polynomial 
coefficients instead of the exterior orientation parameters 
themselves. 
 
The overall estimation model results in: 
 
 
 
 
 
 
 
 
 
 
Where the first equation of this system is the linearized 
observation equation of (7) and the following two equations are 
derived from the two kind of constraints; xdis contains the 
unknown translational displacement correction terms (∆X, ∆Y, 
∆Z) for all spline sections; xs and xd are the unknown INS shift 
and drift terms respectively; xg is the ground coordinate vector; 
A, A1, A2, Bs, Bd and C are the corresponding design matrices; v, 
l and P are the respective residual and discrepancy vectors and 
weight matrices. 
 
4.3 Lagrange Interpolation Model (LIM) 

Ebner et al., 1992 developed the principle of orientation images 

or orientation fixes for the geometric in-flight calibration of 
MOMS imagery. This method is based on collinearity equations 
and the exterior orientation parameters are determined in the so-
called orientation fixes, which are introduced at certain time 
intervals. Between the orientation fixes, the exterior orientation 
parameters of an arbitrary scan line are interpolated using 
Lagrange polynomials. All unknown orientation parameters for 
these orientation fixes are estimated in a least squares 
adjustment procedure, and the parameters for each individual 
scan line are interpolated with its neighboring orientation fixes. 
The general form of the n-th order Lagrange polynomial is 
given as 
 
 
 
 
 
Where Pn(t) at time t is interpolated from the values P(ti) at the 
n+1 neighboring orientation fixes with time ti; Pn(t) is any of 
the six exterior orientation parameters for scan line at time t.  
 
The interpolation function of order three has attracted most 
attention (Ebner et al., 1992; Fraser, Shao, 1996). In our 
experiments, we modified and adopted this method according to 
our sensor model with the provision of auxiliary 
position/attitude data generated by the GPS/INS system. In our 
case third-order Lagrange polynomials are used to model the 
aircraft attitude values (Φ, Ω, Κ) instead of the translational 
displacement correction terms (∆X, ∆Y, ∆Z) because the former 
are observations from the system and are related to the 
translational terms by equations (5). Linear Lagrange 
polynomials are used to model the INS errors (∆ϕ, ∆ω, ∆κ) 
because of their locally linear systematic pattern. 
 
After combining equations (7) and (14), the following 
observation equations for the combined triangulation procedure 
can be formed: 
 
 
 
 
 
 
 
 
 
Where the first equation of this system is the linearized 
observation equation of (7) and the second is a constraint which 
models the INS error terms in the whole trajectory as shift and 
drift terms. Pt controls the weight of this constraint. xa is the 
unknown attitude parameter vector (Φ, Ω, Κ) of the aircraft for 
the orientation fixes; xINS is the unknown INS error (∆ϕ, ∆ω, ∆κ) 
vector for the orientation fixes; xs and xd are the unknown INS 
shift and drift terms respectively; xg is the ground coordinates 
vector; A, B, Bs, Bd and C are the corresponding design matrices; 
v, l and P are the respective residual and discrepancy vectors 
and weight matrices. 
 
If we have f orientation fixes and p tie/control points, there are 
6×f+3×p+6 unknowns to be estimated in bundle adjustment. 
The selection of the number of orientation fixes depends on 
many factors. The software package ORIMA of LH Systems for 
their three-line scanner ADS40 triangulation procedure argues 
that the interval between two neighboring orientation fixes must 
be shorter than the ground distance corresponding to the "short 
base" (the distance between the nadir and backward image lines) 
of the ADS40. For the TLS system, this corresponds to 3000-
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(13) 

vc = Axdis + Bsxs + Bdxd + Cxg – lc;    Pc 
v1 = A1xdis                                 – l1;   P1 
v2 = A2xdis                                 – l2;   P2 
vs =                xs                        – ls;   Ps 
vd =                           xd            – ld;   Pd 
vg =                                      xg – lg;   Pg 

(15) 

vc = Axa + BxINS                       + Cxg – lc;     Pc 
vt =              xINS + Bsxs + Bdxd           – lt;     Pt 
vs =                            xs                      – ls;     Ps 
vd =                                       xd           – ld;    Pd 
vg =                                                 xg – lg;    Pg 
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3600 scan lines. From our experiences, the orientation fixes 
interval of 2000 scan-lines is good enough to model the TLS 
trajectory, the accuracy does not improve anymore by using a 
smaller interval below 1500 scan lines. 
 
 

5. TIE POINT EXTRACTION 

In addition to the control points, the triangulation procedure 
with the LIM and PPM trajectory models needs a large number 
of tie points. A software package has been developed for tie 
point extraction from TLS imagery. Tie points can thus be 
extracted semi-automatically or fully automatically. Problems 
with fully automatic extraction might occur in low image 
contrast areas and forest areas. Also, the blunders need to be 
detected and deleted. The image matching process is done in 
image space and exploits all three, i.e. forward, nadir and 
backward TLS images.  In order to achieve sub-pixel accuracy 
the Least Squares Matching is used. The procedure runs as 
follows: 
 
•  The Foerstner interest operator is used to select well defined 

feature points that are suitable for image matching. When 
working in the semi-automatic mode, the user can select one 
point in the nadir image. If the software works in fully 
automatic mode, the nadir-view image will be divided into 
small image windows by 21 × 21 pixels and then only one 
feature point will be extracted in each image window. In our 
implementation, the threshold for the Foerstner parameter 
roundness has been set to 0.85, the gray value variance of the 
image window is not allowed to drop below 20. 

 
•  Pixel accuracy level conjugate points are generated using the 

maximum of the normalized correlation coefficient. The 
positioning of the search areas is determined by using the 
already known tie/control points in the neighborhood (image 
pyramids and a matching strategy based on region growing, 
which takes the already manually measured control points as 
seed points are used to get these approximate points). The 
threshold of the normalized correlation coefficient is 0.85. 

 
•  Least squares matching is finally used to refine the image 

coordinates of the tie points in order to achieve sub-pixel 
accuracy. 

 
In a first experimental test, the semi-automatic tie point 
extraction strategy was used. Several hundreds of tie points are 
thus extracted in an interactive way. These tie points are 
introduced into the combined aerial triangulation procedure. In 
addition, the results of fully automatic tie point extraction are 
also reported. 
 
 

6.  EXPERIMENTAL RESULTS 

6.1 Image Data 

In our experiments, TLS images in forward, nadir and backward 
views of Japan's GSI test area together with the position and 
attitude data of the sensor were used to evaluate the geometric 
accuracy of the TLS imagery and our triangulation approaches. 
The GSI test area is covered by a strip of roughly 650 × 2500 
m2. The footprint is about 5.6 cm. There are two versions of the 
trajectory data for the GSI area. One is the data that includes the 
GPS-camera displacement corrections and the other does not. 
The test area is relatively flat. All the 48 control points in the 
test area are signalized marks on the ground or on the top of 

buildings. The control points were measured using GPS and 
conventional total digital stations. The obtained accuracy was 
reported as 2 cm for the horizontal and 3 cm for the vertical 
components. The image coordinates of these points were 
measured manually in the TLS images.  
 
6.2 Results of the DGR Model 

The experiment with the DGR trajectory model was designed to 
test the overall performance of the whole sensor system. In a 
first step, the offsets between GPS receiver and the perspective 
center of the TLS camera, the INS shift and drift error terms and 
the misalignment angles were estimated by using a subset of the 
control points, well-distributed in the imaging area. Then these 
parameters were used to calculate the ground coordinates of the 
remaining checkpoints by equation (7). Table 2 gives the RMS 
values of the discrepancies for the checkpoints for the study 
area. σ0 in this paper is the estimated standard deviation of unit 
weight. 
 
 

 
 
Table 2. RMS values of checkpoint residuals for triangulation 

adjustments with the DGR trajectory model 
 
The triangulation procedure gives better results when the GPS-
camera displacement corrections are applied. With different 
numbers and distributions of control points, 4.9-6.3 cm and 8.6-
9.4 cm absolute accuracy in planimetry and height are achieved. 
Due to the fact that the GPS-camera displacement corrections 
for each scan line are variable with time (equation (5)), the 
accuracy is worse with the trajectory data without the 
displacement corrections. Thus, 7.1-8.8 cm and 16.2-17.2 cm 
absolute accuracy in planimetry and height are achieved. These 
results prove that the attitude data for the aircraft should be 
recorded and the GPS-camera displacement corrections need to 
be applied.  
 
However, the results are widely independent on the number of 
control points. For low accuracy applications, the DGR model is 
a good solution because it can achieve reasonable results with 
only 4-8 well-distributed control points. Also, the triangulation 
results with the DGR model can be used to detect and delete 
large-size blunders in the fully automatic tie point generation 
procedure. 
 
 
 

Corrections Control+ 
Check 
points 

σ0 

(µ) 
RMS 
X (m) 

RMS Y 
(m) 

RMS Z 
(m) 

4+44 13.7 0.072 0.088 0.172 
6+42 13.7 0.073 0.087 0.171 
8+40 13.8 0.072 0.088 0.166 

12+36 13.8 0.071 0.085 0.165 
18+30 13.8 0.072 0.084 0.163 

 
 
 
 

No 

24+24 13.9 0.072 0.083 0.162 
4+44 9.1 0.054 0.063 0.094 
6+42 9.1 0.054 0.061 0.091 
8+40 9.2 0.051 0.054 0.087 

12+36 9.2 0.055 0.060 0.086 
18+30 9.2 0.049 0.055 0.087 

 
 
 
 

Yes 

24+24 9.3 0.049 0.054 0.088 
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6.3 Results of the PPM and LIM Model 

Similar to the situation with frame-based images, the 
triangulation accuracy of TLS images with the PPM and LIM 
trajectory models is affected by the number of control points 
and their distribution. Also, the number of piecewise sections 
and orientation fixes will affect the resulting accuracy. Tables 3 
and 4 provide a summary of the accuracies obtained for the 
study area with the PPM and LIM models respectively. In these 
results, the tie points were measured semi-automatically. 
 
 

No. of sections 
(Lines/Int.) 

Control
+check 
points 

σ0 

(µ) 
RMS 
X (m) 

RMS Y 
(m) 

RMS Z 
(m) 

6+248 9.4 0.060 0.051 0.112 

12+242 9.5 0.053 0.048 0.109 

18+236 9.5 0.050 0.046 0.096 

24+230 9.4 0.049 0.047 0.091 

 
 
 

3 
(13610) 

48+206 9.5 0.049 0.044 0.086 

6+248 7.8 0.059 0.056 0.107 

12+242 7.9 0.047 0.048 0.087 

18+236 8.0 0.047 0.048 0.087 

24+230 8.0 0.045 0.043 0.085 

 
 
 

5 
(8166) 

48+206 8.1 0.040 0.041 0.082 

6+248 6.1 0.060 0.060 0.097 

12+242 6.3 0.049 0.046 0.087 

18+236 6.3 0.045 0.043 0.083 

24+230 6.4 0.043 0.041 0.079 

 
 
 

11 
(3712) 

48+206 6.5 0.036 0.039 0.068 

6+248 4.8 0.053 0.056 0.088 

12+242 4.9 0.051 0.049 0.085 

18+236 5.0 0.047 0.041 0.079 

24+230 5.1 0.040 0.039 0.067 

 
 
 

21 
(1944) 

48+206 5.3 0.035 0.031 0.060 

 
Table 3. RMS values for triangulation with the PPM trajectory 

model  
 
From the results with a different number of spline sections or 
orientation fixes, 2.6-6.0 cm and 4.9-11.7 cm absolute accuracy 
in planimetry and height is attained using the PPM and LIM 
models. These results show that a ground point determination of 
0.5-1.2 pixel accuracy in planimetry and 0.7-2.1 pixel accuracy 
in height are achieved.  Here it should be noted that the 
signalized control points and check points are very small in the 
images (about 3-7 pixels) and they were measured manually, 
which does not give the best possible accuracy. Also, the GPS-
determined reference values were said to have already an 
inaccuracy of 2 cm in planimetry and 3 cm in height, 
accounting for roughly 50% of the error budget. 
 
In addition, Table 5 shows the triangulation results with the LIM 
model and fully automatically extracted tie points. In this result, 
the number of orientation fixes was set to be 40. The number of 
tie points in Table 5 is the number after blunder cleaning (in our 
experiments 5-10% blunders are detected and deleted). The 
accuracy in height is slightly worse than the one with the semi-
automatical tie point measurement version. This can be 
expected because there are some small size blunders left here. 
 

 
No. of OFs 
(Lines/Int.) 

Control
+check 
points 

σ0 

(µ) 
RMS 
X (m)

RMS Y 
(m) 

RMS Z 
(m) 

6+248 5.8 0.045 0.045 0.117 

12+242 5.8 0.048 0.043 0.103 

18+236 5.9 0.042 0.039 0.087 

24+230 5.9 0.039 0.038 0.073 

 
 
 

10 
(4082) 

48+206 6.0 0.037 0.036 0.064 

6+248 4.8 0.043 0.044 0.092 

12+242 4.9 0.042 0.041 0.097 

18+236 5.0 0.039 0.042 0.072 

24+230 5.1 0.034 0.041 0.068 

 
 
 

20 
(2040) 

48+206 5.2 0.030 0.037 0.058 

6+248 4.6 0.040 0.041 0.088 

12+242 4.7 0.039 0.038 0.084 

18+236 4.8 0.037 0.041 0.071 

24+230 4.9 0.033 0.037 0.065 

 
 
 

30 
(1361) 

48+206 5.0 0.028 0.030 0.053 

6+248 4.4 0.039 0.040 0.076 

12+242 4.4 0.037 0.037 0.074 

18+236 4.4 0.032 0.035 0.067 

24+230 4.6 0.032 0.035 0.064 

 
 
 

40 
(1020) 

48+206 4.8 0.027 0.028 0.049 

 
Table 4. RMS values for triangulation with the LIM trajectory 

model 
 
 

Control+tie points σ0(µ) RMS X 
(m) 

RMS Y 
(m) 

RMS Z 
(m) 

6+3694 4.8 0.031 0.037 0.082 
12+3688 4.9 0.029 0.036 0.079 

18+3682 5.0 0.026 0.034 0.079 

24+3676 5.1 0.022 0.031 0.077 

 
Table 5. RMS values for the triangulation with the LIM 

trajectory model and fully automatically 
measured tie points 

 
In our systems we get high correlations between the estimated 
orientation parameters. By analysis of the covariance matrix of 
the estimated parameters, the correlations between the pitch 
(roll) values and the positional elements in X (Y) direction 
reaches 90%. So TLS image strips with different flight direction 
and different flying height should be used to de-correlate the 
estimated orientation elements, especially the estimated exterior 
orientation elements and interior orientation parameters in a 
self-calibration procedure. The results of these works will be 
reported later. 
 
 

7. CONCLUSIONS 

In this paper, the sensor model of the Three-Line-Scanner (TLS) 
system, developed by STARLABO, Tokyo is described. 
Triangulation procedures with three different trajectory models 
have been developed: (a) Direct georeferencing with stochastic 
exterior orientations (DGR), (b) Piecewise Polynomials with 
kinematic model up to second order and stochastic first and 
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second order constraints (PPM) and (c) Lagrange Polynomials 
with variable orientation fixes (LIM). 
 
With different numbers and distributions of control points and 
tie points, 4.9-6.3 cm and 8.6-9.4 cm absolute accuracy in 
planimetry and height is achieved using the DGR model under 
the condition that the GPS/camera displacement corrections 
have been applied. Moreover, with different number of spline 
sections or orientation fixes, 2.6-6.0 cm and 4.9-11.7 cm 
absolute accuracy in planimetry and height is attained using the 
PPM and LIM models. These results show that a ground point 
determination of 0.5-1.2 pixel accuracy in planimetry and 0.7-
2.1 pixel accuracy in height has been achieved. However, with 
the given data the accuracy limit of the system could not be 
fully explored, because both the image measurements and the 
accuracy of control and check points did not present the state-
of-the-art.  
 
Furthermore, the backward and forward images suffered under 
significant image blur. The orientation parameter determination 
using the DGR model has the advantage of stability and needs 
less ground control points, but the obtained accuracy is better 
with the PPM and LIM models. This however is penalized by 
the need to have more well-distributed ground control and tie 
points with these latter models. 
 
The future experiments will include the triangulation procedure 
with self-calibration, using TLS multi- and cross-strips imagery, 
the detection of the small size blunders, the investigation of the 
effect of undetected small blunders and other issues. The 
covariance matrix of the estimated parameters is available for 
extensive theoretical precision studies of the different system 
configurations. 
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