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ABSTRACT: 
 
This paper presents an approach for enabling a mobile system to estimate position and orientation of users walking around a city. In 
an urban environment, localization methods based on the cellular phone network or GPS are not accurate or not reliable enough. 
This is the reason why we propose to use information out of a 3D model representing the surroundings where the users are staying. 
A camera represents the line of sight of the users. Frames out of the video stream can then be used to be compared with views of the 
3D model. To do so, image processing techniques are applied to the system to calculate the absolute orientation of the camera which 
the user is carrying. Reconstructions of ancient buildings can then be presented by their exact position. By using specific displays 
that can be hold in front of the eyes the users can watch the reality and at the same time observe the replaced buildings. This 
proposed method will be applied in the GEIST research project. Here, a learning game for students is being developed to transmit 
historical facts of the history of a town.  
 
 

1. INTRODUCTION 

Mobile systems and services are an important part of the liberty 
most of us want to rely on. They enable us to stay in contact all 
the time with other persons or to access data stored on remote 
systems. Location based services are offered from various sides 
for users of cell phones. Persons can get guiding support to the 
next restaurant or ATM, and even meetings of friends can be 
enhanced by these services. For these applications the cell 
phones can be localized by use of the cellular phone network or 
GPS (Global Positioning System). To overlay the reality with 
additional information while the users are watching it, for 
example by holding a display in front of their eyes, these 
techniques are not sufficient. There are several techniques to 
solve this problem. The approach being developed at 
Fraunhofer Institute for Computer Graphics (Fraunhofer-IGD) 
for application in urban areas takes into account additional 
information about the environment. We do not use photos of the 
surroundings as applied to other systems but a 3D city model. 
Information in the 3D model about features is compared to 
pictures taken by the camera, which represents the line of sight 
of the user. After calculating the absolute orientation of the 
camera, 3D reconstructions can be presented at the correct 
position in the display. Our solution will be part of the GEIST 
research project.  
 
In section 2.1 some examples of services based on localization 
techniques are given. Section 2.2 introduces different methods 
to estimate the position of a mobile device. Section 2.3 provides 
an overview of different outdoor techniques for Augmented 
Reality. In section 2.4 the approach for a system is presented 
which enables to estimate position and orientation of a person 
in an urban environment. An application for this system is 
shown in chapter 3. Chapter 4 portrays the state of this 
approach as well as further development.  
 
 

2. LOCATION BASED INFORMATION 

Mobile Reality 

There is a wide range of mobile information systems on the 
market. Laptops or pen-driven computers allow people to work 
on the move. Specific software enables them not only to do the 
same as in the office but to permit employment which would 
not be possible with a static system. An example is the support 
of work of surveyors or for people fixing machines on sight. 
PDAs (Personal Digital Assistants) have started to replace the 
use of calendars. They can be used not only to store 
appointments but also contacts joined with the connection by e-
mail are possible or to load articles of newspapers. The 
increasing memory cell of PDAs leads to a dominance of this 
technique. But to a greater extent, cell phones govern our daily 
touch with mobile life. The screen of these devices is mostly 
smaller than the one of PDAs but advantage of these devices is 
still the possibility to response to changes in position in real 
time. Some network companies use this technique for gathering 
information about the position of the cell phone for special 
home fares. But also the transmission of specific information 
and services depending on the position can be obtained 
wherever there is data available. Common applications are 
broadcasting of traffic jams, route planning, city guides, hotel 
and restaurant pilots, localization of service stations, shopping 
support to indicate the next supermarket or the nearest ATM. 
Also the presentation of the position of friends is feasible. In 
Germany, most of these services are already part of the offering 
of different network companies.  
 

Location based Services 

For some of the above-mentioned information, manual input of 
the area code, the zip code, or the name of the city would be 
sufficient. It enables the system to present information about the 
environment of the user’s position. Voice entry would be an 



 

alternative to using buttons or a pen. The drawback for this kind 
of positioning technique is that the user needs to use complex 
input masks as well as the impossibility to use these systems for 
persons staying at an unfamiliar location. Asking for the best 
way to a specified site is impossible without knowing the 
current position. For these problems, an automated technique to 
estimate the position of a user is required. This could be the use 
of the terrestrial system of the cellular phone network. Among 
these, two techniques are being used: a network-based and a 
handset-based localization, depending on whether the network 
or the handset itself estimate the position. Here, accuracies of 
up to 50-100 m are possible. This accuracy is sufficient to get 
information about the next restaurant or shop in a defined circle 
around them. Advantages of this technique are the reception of 
the signal mostly in closed rooms, in narrow streets, or in 
tunnels, in case they are provided with repeaters. An application 
where the accuracy is not sufficient is broadcasting information 
about surrounding buildings while standing in the middle of an 
urban square. GPS (Global Positioning System) should then be 
applied to the system. This requires an additional hardware, 
which should be connected to the cell phone. With common 
PCMCIA cards, which can be plugged in the hardware, 
according to manufacturers’ instructions an accuracy of up to 
three meters can be achieved. An improvement of the accuracy 
can be realized by applying Differential GPS (DGPS) to the 
system. Here, correction data from a fixed receiver is 
broadcasted to the hardware and taken into account by the 
system. These positioning techniques are common for a lot of 
systems running on cell phones or also on PDAs equipped with 
special cards.  
 
2.3 Augmented Reality  

One step further into the mobile reality is a system where the 
users can watch the current surroundings while the view is 
enhanced with additional information. This requires using a 
display which can be hold in front of the eyes.  
 
Figure 1 shows n’vision’s VB-30 hand-held display. It is 
supplied with a see-through mode, which facilitates watching 
reality and at the same time overlapping it with information 
depending on the position and orientation. This technique is 
called Augmented Reality (AR).  
 

 
 

Figure 1: Hand-held display with orientation tracker 
 
The position and the orientation of the user are the basic 
information, AR systems need to be provided with. With this 

information the system can evaluate which building the tourists 
are looking at and it can present the respective information in 
their line of sight. Several AR approaches exist for a solution of 
the outdoor orientation problem. The environment cannot be 
changed - for example by sensors or markers - in contrast to 
indoor AR systems.  
 
Azuma et al. (Azuma et al., 1999a) evaluated that all tracking 
sensors such as GPS, inertial sensors, or electronic compass and 
tilt sensors lack accuracy or robustness. This leads to his 
conclusion that only a combination of tracking technologies, 
which he calls a hybrid tracking system, should be used. There 
are several systems using a GPS device and an orientation 
tracker, which achieve quite good results. One of the most well 
known is the Touring Machine, an information system for the 
campus of Columbia University in New York (Feiner et al., 
1997; Julier et al., 2000) As the system broadcasts information 
about names of buildings and not about specific building 
features the accuracy is not as important in this system as in 
other AR approaches. A similar system also based on the 
unification of sensors (GPS and orientation tracker) is the 
system of the University of South Australia (Piekarski et al., 
1999). Taking into account the errors due to local distortions of 
the magnetic field, Azuma et al. (Azuma et al., 1999b) 
presented an approach which uses corrections stored in a 
registered map. Applied to the system is additional calibration, 
which helps to reduce the drift problem, which increases with 
time. Further on, additional gyroscopes improve the results of 
the orientation problem by stabilization. The system is only 
established to identify real-world objects with in more than 500 
meters distance from the user.  
 
To improve these results several groups have used image-
processing techniques. You et al. (You et al., 1999) developed 
an AR system which includes the use of a camera. The results 
of the inertial system are corrected by the video image. The 
problems still persist, i.e. accumulated gyroscope drift and 
compass errors provoke wrong orientation results. Behringer 
(Behringer, 1999) used horizon silhouettes of digital terrain 
maps to receive better results for the orientation problem. Chen 
and Shibasaki (Chen and Shibasaki, 1999) showed an approach 
where image sequences based on landmark lines are analyzed. 
Here, one image has to be geo-referenced manually and 
registered in a database.  An additional solution for the use of 
further data was shown in the ArcheoGuide project by Stricker 
(Stricker, 2001). He used a reference image for comparison 
with the line of sight of the user. The results show that the 
system works quite well in case the users are close to the 
viewpoint at which the reference picture was taken.  
 
All these approaches are either not accurate enough for the 
overlay of a reconstruction of the real building or they cannot 
be applied to persons walking in a city without the requirement 
of fixed positions where they should stand to receive 
information. This leads to an approach using a 3D model to 
track position and orientation of the users.  
 
2.4 Augmented Reality in an urban environment 

The use of GPS in an urban environment is risky due to 
problems with multipathing. Processing the video stream can 
control the surveying results. The approach of Fraunhofer-IGD 
is based on the use of a 3D model of the whole environment 
(Coors et al., 2000). While registering the reality by use of a 
video camera, the images can be compared with the model. 
Using of this technique AR can be applied to city tours.  



 

 
2.4.1 

2.4.2 

Feature detection 
For this comparison identical features in the 3D model on the 
one hand and in the frame of the video stream on the other hand 
should be detected. For these values only a part of the data 
within the 3D model is compared with the data in the video 
stream. We are using a DGPS receiver and an orientation 
tracker to get rough information about position and orientation 
at the beginning. We assume that the person is standing close to 
this position and is looking approximately in the direction 
received from the orientation tracker. One approach would be to 
generate views out of the 3D model and compare them to the 
picture of the video stream. This requires feature detection 
algorithms applied to both kinds of pictures. The advantage of 
this method is that both pictures are handled in the same way. It 
is a good starting point for the matching algorithm which is 
required to find identical features in both pictures.  
 
For feature detection we merge the results of two operators. The 
edge detection algorithm is based on the Canny-operator 
(Encarnação et al., 1997). For a pixel belonging to an edge not 
only the coordinates but also the orientation is stored. These 
values are calculated by use of the first derivation and then by 
the gradient. The latter can be estimated according to the 
following formula: 
 
 
Gradient D (x,y) = Dx (x,y) ex + Dy (x,y) ey  (1) 
 
 
where  D = derivation 
 e = unit vectors 
 
The strength of the gradient is a quantum for the strength of an 
edge. In the following non-maxima-suppression-method 
information about the direction and the size of the gradient are 
used to set all points without a local maximum in direction of 
the gradient to zero. This is done by comparing the values to 
adjacent gradients which are located at two different sides of 
the examined point. In a next step gaps in the edges caused by 
the previous step are closed.  
 
To detect corners in the video stream the Susan operator 
(Ristow, 2001) is used. Here, a circular mask is placed over a 
point. Then, all the points with diverging intensity values to the 
central points are accumulated:  
 
 
                      1 if |I (r) – I (ro)| ≤ t 
C (r, r0) =           (2) 
                      0 else 
 
 
where ro = position of the central point 
  r = position of any other point 
 I (r) = brightness of any pixel 
 t = brightness difference threshold 
 C = output of the comparison 
 
If more than a predefined amount of the points differ, these 
points are potential candidates for a corner.  
 
A drawback for the approach by examining 2D raster data is 
that the generation of views out of the 3D model requires much 
computer power. The information of the features gathered by 

image processing techniques is already used by creating the 3D 
pattern and stored within the data. To avoid the described step, 
visible vectors and points within the clipped part of the model 
should be gathered and then compared with the results of the 
feature detection algorithm applied only to the picture of the 
video stream.  
 

Feature matching  
The features found in the video stream and in the part of the 3D 
model should be matched in the next step. To do so, the 
matching algorithm of Gros et al. (Gros et al., 1995) is applied. 
It comprises the search of so-called segment configurations. 
They consist of two lines with a common endpoint (see Figure 
2).  

 
Figure 2: Segment configuration 

 
By applying a similarity to these segment configurations there 
are two values which do not change: the angle between the lines 
and the length ratio. They are called invariants. Because a 
similarity is only an approximation of the correct 
transformation these values are called quasi-invariants. After 
finding segment configurations similar in both the image and 
the view, the transformation parameters of the similarity are 
calculated for each match. These parameters should be similar 
in case of the correct transformation. A point in R4 can 
represent them. Here, an area as small as possible is detected 
where most of the points are positioned. They represent the 
correct results of the transformation and lead to correspondent 
features.  
 
2.4.3 Relative and absolute orientation 
Epipolar geometry can be used to express the transformation 
between the two camera systems: the camera representing the 
line of sight of the user and the camera to get the cutout of the 
3D model. The transformation can also be applied to identical 
features in both systems (Pcam1 and Pcam2). This transformation 
can be expressed by a rotation R and a translation t: 
 
 
Pcam1 = R ⋅ Pcam2 + t    (3) 
 
 
After applying a vector product and finding the lowest common 
denominator, it can be shown that Pcam1, Pcam2 and t are placed 
in one plane: the epipolar plane. Then, the following equation 
can be derived:  
 
 
t x R = T ⋅ R      (4) 
 
 



 

Here, T is built by use of components of t. 
 
With E = T ⋅ R, this leads to the algebraic presentation of the 
epipolar geometry: 
 
 
PT

cam1 ⋅ E ⋅ Pcam2 = 0    (5) 
 
 
 To estimate the relative orientation of the camera, the external 
camera parameters concealed in the matrix E are calculated. E 
is a 3x3 matrix but only dependent on five parameters: three 
rotation parameters and two translation parameters. A scale can 
be applied to the equation without leading to incorrect results. 
This phenomenon is called scale invariance.   
 
To estimate the matrix E a least median squares method is 
applied to the system (Torr and Murray, 1993). Here, the 
calculation process with eight corresponding points is realized. 
Afterwards, the median is calculated. This is done until a 
predefined calculated amount of iterations is reached (at least 
one subset without outliers should be withdrawn). The best 
results are used to calculate the values by the least squares 
method.   
 
After solving the relative orientation of the camera, the absolute 
orientation of the camera, which is carried by the user, can be 
estimated as the parameters of the viewing plane of the 3D 
model are known.  
 
 

3. APPLICATION: THE PROJECT ‚GEIST’ 

This video-based tracking method will be used in the GEIST 
project. It is financed by the German Federal Ministry of 
Education and Research (01 IRA 12A). In this project, a mobile 
system will be developed which allows experiencing history 
within an urban location (Kretschmer et al., 2001). The system 
is addressed to students and should help them to learn historical 
facts via a thrilling, individual story. It allows them to come 
into contact with history in an environment where the past 
actually took place. Our application area is Heidelberg. The 
story is related to information about the 30 years war. 3D 
objects which are managed in a Java3D scene graph can be 
positioned at the places they were or still are.  
 
On squares defined in advance, the story continues and all 
functionality is available there. Here, accurate tracking is 
required. As soon as the students leave this area only the 
position is tracked. Now, they can get information by use of a 
PDA. This information is only position dependent but not 
orientation-dependent. When leaving the Old Town of 
Heidelberg a lost-the-way sensor is started guiding the students 
back in the game.   
 
This scenario requires a lot of data, which are stored in 
databases. Here, the 3D objects are collected for use of accurate 
tracking or for the presentation of an ancient environment in the 
display. Also, historical facts and fictional elements are 
gathered for access by the story-engine which creates the story 
for the game. Other data important for tracking is 
geoinformation. It is used, among others, to let the system know 
when a user enters one of the predefined squares. Then, the 
story continues and accurate tracking is required.  
 

4. OUTLOOK 

For the first prototype only tracking by use of DGPS and an 
orientation tracker is provided. The next generation of the 
system, which is due in spring 2003, is based on analyzing 
pictures of the video stream and comparing them with data in 
the 3D model. In a first approach we implemented the edge 
detection algorithm. All the edges which should be used for the 
matching algorithm are then stored as vectors. As the 
information out of the 3D model is at the moment captured by 
generating views, this raster data has to be analyzed as well.  
Figure 3 presents a photo as well as a generated view out of the 
model of the city center in Darmstadt and the result of the edge 
detection algorithm for both.  
 

  
 

   
 

Figure 3: Application of the edge detection algorithm to a 
picture and the view 

 
After the edge detection algorithm, which is programmed in 
C++, the matching algorithm by Gros has been implemented in 
the system. It is developed in Java. Due to the missing corner 
detection algorithm the matching leads only to satisfactory 
results in case the scene represented in the frame of the video 
stream and in the view of the 3D model is similar.  
 
Further work will be to implement the corner detection to 
improve the results of the matching algorithm and to enhance 
the steps for the orientation of the camera. Here, the 
implementation has not been finished yet. To use the feature 
information of the 3D model directly, some work has to be done 
to gather the edges and corners visible to a person at a specific 
position and direction. If this step is completed, direct matching 
of the data of the 3D model and the features detected in the 
video picture will be possible.  
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